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INTRODUCTION
1. The urgency of the thesis

- In terms of practice: With a large number of users, social networks
(SN) have been bringing many practical benefits to users. It can be said that
SN has become a useful tool in people's lives, as well as a huge store of
knowledge that everyone can easily access. SN has brought great political and
economic benefits to the entire society. Therefore, research is needed to
maximize information spread on SN more and more effectively.

- In terms of science: Studying the problem of Maximum Influence
on SN is a research direction that many scientists are interested in,
belonging to the group of information spreading problems (Spread
Information - SI). Besides, SN has a huge amount of data, dispersion and
random information spreading process, network structure is complex,
heterogeneous and constantly fluctuating, so it is necessary to introduce

effective solutions in terms of time and memory.

2. Research objectives of the thesis

- Researching maximum influence problems on information spread
models. Thereby proposing new variations with practical applications.

- Propose models to solve the above problems, study their complexity
based on information spread models.

- Propose effective algorithms to solve the above problems, with
special attention to improving solution quality as well as applicability to
large networks ranging from hundreds of thousands to millions or

thousands. billion edges or vertices.

3. The main contents of the thesis
Chapter 1: Theoretical basis of the thesis and related research. In this
chapter, the thesis introduces SN, its basic components, some characteristics

as well as the benefits and downsides of SN; Introducing models and some
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common SI problems on SN. General, foundational knowledge for the
research in the following chapters of the thesis.

Chapter 2: Maximizing influence with priority constraints on social
networks. In this chapter, the thesis poses and defines the IMP problem based
on the information spread model; proposed an integrated greedy algorithm
(IG) and an integrated greedy sampling algorithm (IGS) for the IMP problem;
prove that the algorithm performance is approximately equivalent to the
optimal solution; Theoretical analysis and algorithm evaluation based on
experiments with SN data sets.

Chapter 3: Maximize the impact of spreading information on many
topics with limited costs. The thesis proposes a new model for the multi-topic
information spreading problem, defines the BKIM problem, and proposes two
streaming algorithms that browse data once to provide theoretical limits of the
problem. To examine the performance of the proposed algorithms in practice,
the thesis conducted experiments on the Maximum Influence application with
k topics under limited cost conditions.

CHAPTER 1
THEORETICAL BASIS OF THE THESIS AND RELATED RESEARCH
1.1 Introduction to social networks

The concept of social network was first mentioned and used by Barnes in
1954. Since then, hundreds of thousands of social networks have been built
with billions of users around the world. Each network has its own structure
and purpose, but they all have four basic components: Users, links between
users, information spread on the network and user interactions with each other.
In addition, SN also has four common -characteristics: Small world
characteristics, population characteristics, community structure characteristics
and exponential distribution characteristics.

With a large number of users, SN has been bringing many practical
benefits to users. Besides, it also allows the rapid spread of false information,
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causing significant damage to human life. To make SN more and more useful
to the community, we need to find effective solutions to promote the benefits
and limit the downsides of SN.
1.2 Modeling information spread on social networks

Modeling information spreading problems on SN plays an important role
in solving SI problems. Helps researchers have the most general and concise
overview of SN. From there, come up with effective solutions to solve
problems on the model and gradually apply it into practice. The discrete
propagation model is widely used in research. Typically, the Linear Threshold
(LT) and Independent Cascade (IC) models are considered discrete
propagation models used in the thesis.

1.2.1 Linear Threshold Model (LT)
A social network is represented by a graph, each edge has a weight ( , ) is
a positive real number that satisfies the condition 0O (,)=s1.
(), ( ) isthe set of input nodes and set of output nodes of the vertex.
Each button has an activated or deactivated state and has an activation
threshold [0,1]. Let S be the source set (seed set),  is the set of buttons

activated by at time z. When = 0, the nodes in the set ¢ all have an active
(.)=

0 . The propagation process ends when after each step no further nodes are

state; when = 1, each button will be activated if: Of -1

activated.

1.2.2 Independent Degree Model (IC)
Different from the LT model, in the IC model each edge is assigned an
influence probability ( , ) [0,1]. Let be the set of buttons activated by

atatime . When = 0, nodes in the source set gall have an active state.
At a time =1, each button o has a unique activation chance to the
button ( ) with probability of success ( , ). The propagation

process ends when no further nodes are activated between the two steps.
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Let o(S) is the influence function on the LT, IC model, this value is the
expected number of nodes activated at the end of propagation. Calculating the
function o(S) was proven by D. Kemp as #P-hard, to solve this problem they
propose the LE (Live Edge) online edge model and prove it is equivalent to
LT model and IC model.

1.3 Some problems of spreading information on social networks

The problem of information dissemination arises from practical needs,
network developers, network users and scientists always want to find optimal
solutions to exploit the strengths of SN to serve for necessary human needs
and limit unwanted negative effects. In terms of research purposes, SI
problems can be divided into three main groups, which are: Influence

Maximizing, Information Detecting and Influence Blocking.

Common groups of

SI problems
B?Iéi?ililze:tcisn - b. Information c. Influence
M Detection - ID Blocking - IB

1.3.1 Influence Maximization - IM

This problem comes from the need to choose a set of users to start the SI
so that the number of people affected by that information on the SN is
maximized. IM has applications in viral marketing, Misinformation (MI),
analyzing influence on SN, etc. The goal of the problem is to choose a set of
seeds to start the process. disseminating information so that it affects the most
users.

The challenge in solving this problem is that they belong to class NP-Hard
and accurately calculate the objective function of problem class #P-Hard.
1.3.2 Information Detection - ID
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Assuming that a set of users suspected of spreading information is
known, the goal of the problem is to find a set A to monitor so that the
ability to detect information from the set of users is greatest. This
problem has applications in detecting Misinformation - MI and detecting
sources of MI spread, assessing user opinion trends on social networks.
1.3.3 Influence Blocking - IB

In contrast to IM, the problem of influence blocking aims to limit the
spread and spread of information of a given news source. The goal of these
problems is to limit the spread of bad elements on SN including: bad news,
Misinformation, or the spread of viruses, extremist ideologies, etc.

Suggested methods that can limit the impact of a given source
include:

- Disable users or link sets: remove vertex or edge sets to be immune
to the effect.

- Information decontamination: choose a peak set to start spreading
positive influences to counteract the influence of negative information.
1.4 Combinatorial optimization problem and some methods for solving
combinatorial optimization problems.

As introduced in the previous section, common SI problem groups such as
IM, ID, IB are often formulated as Combination Optimization (CO) problems
belonging to the class of NP-hard problems. The two problems proposed in
the thesis are also given as CO problems. Therefore, to come up with a
method to solve these problems, the thesis researches some basic knowledge
about CO. This is the knowledge used in subsequent research of the thesis.
Define: (CO): Each CO problem corresponds to a set of three (, ,Q),
where S is a finite set of states (potential solutions), is the objective function
determined on  and Q is the set of constraints. The goal of these exercises is

to find the maximum or minimum of the function on set : max(min):

():
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Problems on SN are often large in size, so common solution methods are:
Approximation, Monte Carlo, Heuristic.

- Approximate method: The approximation method is a method of
providing an algorithm that approximates a certain ratio compared to the best
solution. Suppose we need to find the optimal solution to the problem of
spreading information in the form of CO, belonging to the NP-hard, NP-
complete class with the goal of finding the maximum function : - 4,
where S is the solution space of the problem. Let OPT(Optimal) is the optimal
solution of the problem. The approximation algorithm is defined as follows:
Define: (Approximation algorithm) We say that the approximation
algorithm A gives a solution of s & § has an approximate ratio of p>0
if it performs in polynomial time according to the input size of the
problem and satisfies: ( )/ =p. In the case of needing to find the
minimum function (find the smallest value), the optimal ratio is
defined as: ( )/ <p.

- Monte Carlo (MC) method : This method is also called simulation
method or statistical testing method. The main idea of the Monte Carlo
(MC) method is to approximate an expectation pu of X by averaging the
results of many independent experiments, where the random variables
have the same distribution. In many cases, the problem has a complex
objective function and unlimited search space, so approximation
methods cannot be applied. MC is an effective method at this time.

- Heuristic method : This is a method designed based on experience
to solve a problem faster when previous methods are too slow or to find
an approximate solution when previous methods have failed to find any
exact solution.

- Streaming algorithm: In computer science, streaming algorithms are a
class of algorithms designed to process data in a sequentially received data
environment. In this environment, data is processed as a continuous stream, it

is not possible to store all data in memory, and it is often impossible to access
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processed data again. Streaming algorithms are often applied in big data
processing applications, where data is generated continuously and needs to be
processed immediately to produce results in real time.

Important properties of streaming algorithms include: continuous data
processing, limited memory, accuracy, data updates.

1.5 Related studies
- Related research in the country:

Author Pham Van Canh has researched the problems: Preventing false
information with budget and time constraints (MMR), Preventing false
information with a given goal (TMB), Maximizing impact Competing with
Time and Budget Constraints (BCIM) and Generalized Misinformation
Detection (GMD).

Author Pham Van Dung has researched the problems: Detecting sources
of false information on social networks with minimum budget (MBD) and
Preventing false information on many topics on social networks with budget
constraints. book (MBMT).

- Research related to the problem of maximum influence:

Kempe and colleagues [3] were the first to state the IM problem on
two models (IC) and (LT). Prove that the IM problem is NP-Hard and
the objective function of the IM problem is #P-Hard.

Chen and colleagues [97] did a general study on IM and BIM
problems.

Borgs et al [46] proposed an approximation algorithm 1-1/e-€ with
probability 1-8, by introducing the Inverse Influence Sampling model RR
(Reverse Reachable).

The authors in references [9]-[16] have studied IM problem variations by
time, cost, distance and by topics.

- Research related to the problem of maximizing the influence of
information dissemination on many topics.

The authors in reference [29] first studied the function A-Submodular.
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The authors in references [25] -[30], [106] - [110] researched on
optimizing the k-Submodular function with different variations such as:
unconstrained, size constrained, constrained. cost binding, matroid binding,
backpack binding, ...

However, the authors' algorithms can only be applied to the case of
monotone function £, In the case of non-monotone function /', the solution is
not as expected.

1.6 Chapter conclusion

This chapter of the thesis introduces general knowledge about SN,
modeling SI problems on SN, discrete SI model and 03 models LT, IC and
LE; These are the models used in the thesis publications. Next, the thesis
introduces an overview of the combinatorial optimization problem and
methods for solving the CO problem. These studies are an important
foundation for the thesis to propose IMP and BkIM problems in the following

chapters of the thesis.
CHAPTER 2
MAXIMUM INFLUENCE WITH PRIORITY CONSTRAINTS
ON SOCIAL NETWORKS

The influence maximization (IM) problem requires finding a set of k
nodes in a social network to start spreading influence so that the number of
influential nodes after the information diffusion process is maximized.
However, previous studies have ignored the limitation of the priority
constraint, leading to inefficient collection of the seed set.

To solve this problem, the thesis proposes a new problem called
influence maximization with priority constraint (IMP), with the goal of
finding a group of & nodes in the SN to be able to influence the number
of nodes. largest nodes while affecting a set of priority users U not less
than a threshold 7. The PhD student points out that this problem is NP-
Hard and existing algorithms for IM cannot be applied to the problem
This. To find a solution, the PhD student proposed two effective
algorithms, called Integrated Greedy - IG and Integrated Greedy-based
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Sampling - IGS with the following guarantees: ensure the approximate
ratio of the solution.
2.1 State the IMP problem

Definition: (IMP problem). Given the graph G = (V, E) according to
the IC model, a positive integer k (cost), priority set U C FV and
threshold T with 7'< k, T'< |U|. The IMP problem requires finding a seed
set S C V, wit |S] < k and 0y(S) =  such that the level of influence
spread 0(S) is maximized, that is, finding S is the solution to the
following optimization problem:

maximize: o( ); subjectto: |S|<k; () =

IMP becomes an IM problem when U is empty. Therefore, IM is a
special case of IMP, and IMP is also NP-Hard. Additionally, computing
the influence function from the seed set is proven to be #P-Hard.
2.2 Algorithm proposal

The thesis proposes two algorithms: Integrated Greedy Algorithm-1G
and Integrated Greedy Sampling Algorithm-1GS.
2.2.1 Integrated Greedy Algorithm 1G

The integrated greedy algorithm (IG), based on a modification of the
traditional greedy algorithm to solve monotonic and submodular

problems, ensures an approximate rate of solution.

Algorithm 2.1: The integrated greedy algorithm IG

Input: Graph G=(V,E),U V,k, T
Output: Seed set S, t
. Sie— ,S«
/* Phase 1: Greedy strategy for prior set */
while 6u(S1) <T do
U «<— argmaxy v\s1(Gu(S1 {V}) - Gu(Sl))
Si<—S1 {u}
end
t—k—|Si,i—0
/* Phase 2: Greedy strategy for IM within remain budget*/
7. whilei<tdo

A
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8. u <« argmaxy vis2s1(0(S2  {v}) —o(S2))
9. ifu S, then

10. te—t+1

11.  end

12. S-S {u},i—it+1

13. end

148S<S1 S

15. return S, t;

Algorithm evaluation 2.1. The IG algorithm returns (S, t), where S is a
feasible solution and t > 1, satisfying: L
()= 1—(1——)) ()

The worst-case approximation ratio is obtained when /=1 and it is
equal to 1/k.

2.2.2 Integrated Greedy Sampling algorithm IGS

Although Algorithm 2.1 can provide an approximate guarantee, it
cannot work with real social networks because computing the influence
function o(S) is #P-Hard. To overcome this challenge, the thesis
proposes a random algorithm with approximate guarantee based on
combining IG with sampling technique.

The idea of IGS is to create a collection of sets Ny, TRR  ; and set
two candidate solutions S;, S> empty. The body of the IGS is divided
into two phases.

In phase 1, the algorithm finds a candidate solution S1 with the smallest
size such that (S)> (1 + a)T using a greedy strategy with a potential function

over 1. The candidate solution S; obtained in this stage satisfies the
priority constraint (1) > 7 with probability at least 1 - 4.

Phase 2, select a candidate solution S2 with the remaining budget (1=
k - |S1]) so that the level of influence spread o(-) is maximized. In this
stage, the algorithm sets the parameters 1, fmax, Nmax and generate N;
sample sets RR  ». In each iteration IGS finds a candidate solution S
using a greedy strategy. The algorithm selects a node u with approximately

maximum incremental influence () over > until # nodes are selected. The
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algorithm then checks the quality of the candidate solution S>. Next the
algorithm calculates the functions  (S>, 2, d)- lower border of o(S>), and
F.(S5 2, 0)-upper bound of an optimal solution to the IMP problem.

Algorithm 2.2: Integrated Greedy -based Sampling (IGS) algorithm
Input: Graph G=(V, E), U CV,k, T, ,a,0 (0,1)
Output: Seed set S
[
'“((u v2) 5)

+ 2 TRIS sets 1

1. Generate a setof Ny = (2 +§ o)|U]|

2. Si— LS«

/* Phase 1%/

3. While (S)<T+aTdo

4. U «— arg max \1( (1 {D- (1))
S. S <81V {u}

6. End

/* Phase 2 */

T 211/

.....

In(1/ @+ Dnin(C )/ 1)
9. 1« —, - 2
1 01
_ 3
0. =[]
11. Generate set of N; RR samples >
12. Repeat

13. t<—tg,i<—0
14. Whilei<tdo

15. U<—argmax  \ ,\ 1( (2 {H-( 2))
16. Ifu S;then

17. t—t+1

18. End

19. S;— S U {ul,i—i+1

20. End

21.  Calculate (S2, 2,02 and Fi(Sz; 2, 02)
2 Iz 2ds g (1 —3) — then

(2 22
23. Return S>
24. Else
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25. Generate | ,| RR samples and add them into 5
26. End

27. Until| ,| =

28. S« S/ US;

29. Return S;

Algorithm evaluation 2.2. The IGS algorithm provides a solution S and
an integer ¢, satisfying: - Prfoy(S) >T] >1 — 0.

P/ o(S) 2(1— (1—1)) OPT]>1-6.

2.3 Experiment and evaluate the results
2.3.1 Experiments

Experimental data: The PhD student performed on 05 data sets of SN.
The proposed algorithm is compared with the algorithms DSSA[110],
BCT[97], OPIM-C[116] and Degree (baseline greedy algorithm). Evaluate
results based on the following criteria: Influence function value, running time

and memory usage.
Table 2.1. Dataset’s statistics.

Database #Nodes #Edges Types Avg.degree
netHEPT 15K 59K Directed 4.1
ENRON 37K 184K Directed 5
netPHY 37K 181K Directed 134
DBLP 655K 2M Directed 6.1
Twitter Retweet M 2M Directed 4

2.4.2 Evaluate experimental results

- Influence function value: Figure 2.1 and Table 2.2 show that the
IGS algorithm performs better than other algorithms when influencing
priority nodes according to a certain threshold 7.

Figure 2.1. Looking at the red bars, we can see that IGS affects the
set U approximately twice the value of the threshold 7 on most databases

except Re-Tweet but is still higher than 7.
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Table 2.2 Looking at the values in bold, we can see that although U
and § are both large and 7 increases gradually, the impact on U of IGS is
always significantly higher than that of 7, even up to more than ten times.

From Figure 2.1 and Table 2.2, we can see ou(S) of IGS is significantly
higher than 7" and produces better results than state-of-the-art algorithms.

:lr” ” ” ” ” 0w Loon Dne Do D L oy

R T e e e ey TR Sy SR i, Sy St SRt
a) (b)
l!iiii !iui !iiii !iiii !II!I !iiii miii I ! I
Bl NS S B T R %“"2’%

= LLLL]

~- CAON RO0A RA0N RUCAN ROONY ROEAM)
= e

9‘%9:% —D%;jgs: ;,19%3&%3 fb&

Figure 2.1. Compare the spread of influence with k=100—500, T=100 and U=200

- Running time: Figure 2.2 compares the running time of the algorithms.
The IGS algorithm runtime gives the lowest value on the netHEPT, ENRON
and netPHY databases. However, IGS remains in the top 3 on DBLP while
spending the highest running time on the rest of the dataset to find seed sets
150 and 160 but returns to the top 3 at other values of budget 4. IGS only
takes about 0.1 seconds to find the seed set in most cases except RETWEET.
In general, IGS's run time gives the most stable results and usually runs
around the 0.1 second mark.

The time of IGS is fast and stable because of parallel programming
and this algorithm costs most of time to find out S; while the loop to
calculate S usually stops at 1-2 rounds. The TRR sampling technique
also helps to quickly identify which seeds will affect to the priority U.
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Table 2.2. Comparisons about o(S) and cu(S) between IGS and the others
with k=500, U = 1000 va 7= 100 — 500.

Dataset
T NetHept Enron netPHY DBLP RETWEET

0(S) 566616 1426740 186592 5403350  17,307.70

00 -0 148204 L0577 L1284 127162 511.08

0(S) 558134 1416220 180526 5355390 18,5810

00 S 147893 107974 117532 126752 49135

0(S) 564540 1428480 177333 5324050  19.459.10

165 300 =9 147608 107430 Lis332 126479 49239
0(S) 564021 1419650 1,68853 5201880 1883220

W00 =) 146848 107568 LI2569 126031 490.46

0(S) 503945 1424550 159366  52,13090 22880100

00 s 123854 107928 110420 125270 994.40

5(S) 409863 996035 323027 5819770  38,253.70

DSSA ouS) 109370 857.61 17448 474.64 168.09
o(S) 1108810 1990170 667595 11719700 77,3169

BCT ouS) 128054 170160 38649 474.64 159.77
0(S) 377909 1932630 626250 112334 72,026.10

OPIM-C =5 60093 89418  194.04 459.80 17341
0(S) 382444  19349.10 634586 11424900  73,936.00

Degee  —9 2028 77984 164.00 260.94 22.77

notHEEST

Ratng)

Aurtinel}

At
o o o
2R
V
P4
At

ENRON

RETWEET

Runtires)

=)

Figure 2.2. Comparisons about Runtime (s) with & varies from 150 to 200
between IGS and the other algorithms
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- Memory usage: Table 2.3 illustrates the memory consumption of

the IGS algorithm and state-of-the-art methods. The smallest numbers

are highlighted in bold while the largest numbers are highlighted in red.

The results show that IGS outperforms other algorithms, consuming

about four times less memory.

Table 2.3. Memory usage (MB) comparisons between IGS and the others

Dataset |Algorithm Budgetk
150 160 170 180 190 200

IGS 9.90 9.90 9.90 9.89 9.89 9.95

E DSSA 22.84| 2284 22.84| 22.84| 2284 22.84
E BCT 1023.79] 1017.52| 1021.60| 1012.21| 1020.18| 1020.74
E OPIM-C 47776 4791 48.03| 48.11| 4830 48.46
Degree 49.14| 49.18| 4948| 49.68| 49.86 50.13

IGS 16.82 16.79| 16.81| 1681 16.82 16.82

4 DSSA 3048 28.07| 28.07| 28.07| 28.07 30.48
2 BCT 30.35 3035 30.39| 3039 3039 30.39
E OPIM-C 27.16| 2720 42.00| 2722 2725 27.30
Degree 2798| 28.08| 43.77| 28.19] 2827 28.41

IGS 1518 15.18| 15.18| 15.18| 15.18 15.04

> DSSA 52,12 5212 52.12| 5212 38.50 52.14
em_-; BCT 3482 3482 3482 3482 3482 34.80
z OPIM-C 87.88| 8839 8892 8931 9026 90.51
Degree 9226 9271 9333 93.88| 94.68 94.98

IGS 138.66| 138.66| 138.66| 138.66| 138.66| 138.66

a DSSA 15290 152.87| 152.87| 15291| 15291| 152.83
é BCT 162.88| 162.87| 162.87| 162.88| 162.88| 162.89
a OPIM-C | 475.05| 373.72| 373.78| 373.95| 477.18| 47751
Degree 500.87| 395.00| 394.26| 39535| 504.52| 505.26

IGS 214.67| 214.67| 214.67| 214.67| 214.67| 214.67

E DSSA 253.14| 253.14| 253.14| 253.14| 253.14| 253.14
E BCT 282.50| 282.50| 282.50| 282.47| 282.50| 282.48
§ OPIM-C | 877.31| 87420| 72291| 876.99| 886.78| 877.80
Degree 918.53| 916.23| 756.93| 920.00f 930.33| 921.95
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The TRR sampling technique focuses on finding seeds that influence
priority U first, then Algorithm 2.2 explores other seeds to push up the
seed set. Therefore, algorithm 2.2 saves more memory to run the loop
than other algorithms because it does not have to check whether a seed

node affects U or not.

t
Moreover, the condition of —2—22 > (1 - (1 —l)) —  helps S
(2 2 2 k

generated soon without waiting for the stop condition of the repeat.

Finally, our algorithm, IGS, was designed very well to get a balance
between the target to influence on the given priority set and the influence that
has to propagate to the largest number of nodes. Hence, running time,
memory used and the influence of IGS give significantly high results and
even more steadily rather than the others in general.

2.6 Chapter conclusion

In this chapter, the thesis studies the IMP problem with priority constraints
arising in a real scenario. The goal of the IMP problem is to select a source set
with & nodes whose influence of a given priority set U is greater than a

threshold T and the total influence on the nodes is maximized.
To solve this challenge, the thesis models the IMP problem and proposes
two algorithms IG and IGS with provable theoretical guarantees. The thesis

shows that IG provides an approximate solution 1 — (1 —1) ; IGS is an

efficient stochastic approximation algorithm based on a sampling method that

t
returns an approximate solution (1 - (1 - %) - ) with probability at least 1

-owith >0,0 (0, 1) with probability at least. Real-world social network
experiments show that recommendation algorithms outperform algorithms
DSSA [110], BCT [97] , OPIM [116] and the underlying greedy algorithm in

terms of influence function value, running time, and memory used.
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CHAPTER 3
MAXIMUM INFLUENCE ON INFORMATION SPREAD
MANY TOPICS WITH LIMITED COST

This chapter continues to research the problem of maximizing the
influence of spreading information on many topics with limited costs.

To solve this problem, the author proposes two pass-through
streaming algorithms with approximate guarantees: One for the case
where element e has only one cost value when added to all i-th tuples,
and one for the general case with different values of ci(e). Experimental
results indicate that the proposed algorithms can return competitive
results but require significantly less number of queries, complexity, and

running time than existing methods.

3.1 Question

Maximizing the k-Submodular function has attracted a lot of interest
because of its potential in solving various combinatorial optimization
problems, such as influence maximization, sensor placement, Choose
features and information that maximize coverage. In addition to the
unconstrained case, the researchers also addressed the problem under
size constraints, matroid constraints, and knapsack constraints. However,
these problems do not include some practical applications that customize
each element according to its cost requirements as well as cost
constraints. The thesis will discuss the following application:

Influence Maximization with k topics subject to a budget constraint.
In SN follows an information dissemination model and % topics. Each
user has a cost to initiate influence of a topic that indicates how difficult
it is to initially influence the corresponding person for that topic. With a

cost B, the PhD student considers the problem of finding a set of users,
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each initially accepting a topic with a total cost of at most B to maximize
the expected number of users activated by at least a topic.

In the above application, the objective functions are k-submodular.
Although we tried to find a solution that maximizes the function k-
submodular, the scientists did not mention that each element would have
a different cost when added to different sets of solutions with limited
costs as shown in the example above. Motivated by that fact in this
chapter, the researcher studies a new problem called Budgeted k-
Influence Maximization problem (BAIM), the BXKIM problem is defined

as follows.

Definition: (BKIM problem) Given a finite set V, a cost B and a k-
submodular function f: (k + 1)” + The problem requires finding a
solution s = (S, S, ..., S¥) € (k + 1)”, in which an element e 7 has a
costs ci(e) > 0 when added into S;, with total cost c(s) =

] ( ) = sothat f{s) is maximized.

3.2 Algorithm proposal
With the continuous increase of input data makes it impossible for
input data to be stored in computer memory. Therefore it is important to
devise streaming algorithms for the BKIM problem.
The thesis proposes two streaming algorithms including:
Deterministic streaming algorithm for the case of costs for all subsets
()= (), e V, i#j. and Random streaming Algorithm for the

General Case.

3.2.1 A deterministic streaming algorithm
Basically, the deterministic streaming algorithm is based on the idea
of approximating the optimal value opt of the problem. Then apply the

opt value to choose the optimal solution.



19

Algorithm 3.1: Deterministic streaming algorithm

Input : a k-submodular function , B >0, (0,1/5)
Output : a solution s
1: if f'is monotone then

1 .
2 oo, -4

3: else
2 .
4: <% <5
5:end
6:( . H)<(,h, <0 ; Z¢

7:foreache V do
8: « arg [ 1/ (&)

9 ( , ) «arg (v € . . W1 1)
10 o-{| « . ns@+ )y=sBC . NJ Z%
11: for;j Odo
12: if c( )+c(e)<Bthen
13; " arg (1 ( (e,1))
C Y '
14: if =) then
)+ O
15: e (e, )
16: — +1
17: end
18: end
19:  end
20: end
21: ret if 1
return arg PR 3 f(s)if f is monotone,
arg Qs X 3 f(s) if fis non-monotone.

Algorithm evaluation 3.1: Algorithm 3.1 is a single-pass streaming
algorithm that has O (— log ) query complexity, O (-log ) space
complexity and provides an approximation ratio:

- 1/4—€ when f is monotone;

- 1/5-€ when f is non-monotone.
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3.2.2 Random streaming algorithm

In this case, each element has a different cost, making the problem
more difficult and making it impossible to apply previous algorithms.
The PhD student introduces a one-pass data streaming algorithm that

provides the expected approximate rate for the BKIM problem.

Algorithm 3.2: Random streaming algorithm
Input : a k-submodular function , B> 0, 0, 1), (0, 1]
Output : a solution s

1: -
20 )<C.D, <0 j Zy
3: foreache V do
4: « arg [ 1/ ((e))
5:60C v D)earg (pp o . o W (Caa)
6: o-{| ( . »p=@+ )=sBC . NJ Z%
7: foreach; O do
8: -
9: foreach; Odo
10: if ()+ ()< ( (’(») R CL.D H .
( CN- )
11: -0
12 i {3
13: end
14: end
15: - =t
[1-1
16: Select a possition i J with probability
17: i ()
18: - +1
19:  end
20: end

21: return ar s) if f is monotone,
g »

arg «: = . % f(s) if fis non-monotone
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Algorithm evaluation 3.2: Random streaming algorithm is one pass
streaming algorithm that has (— log ) query complexity, (= log )
space complexity and

- If fis monotone B[ ()] = ( {E’(l(i_) )_ } — ) . Theright hand

-2
(3+ — Jopt when = P

side is maximized to

- If fis none-monotone B[ ()] = ( {E’ c 1(1_) )_ } — opt. The right

2

— Joptwhen = .
(3+2 -2 ) P 3+2 -2

hand side is maximized to

3.3 Experiment and evaluate the results

In this section, the PhD student compares the performance of the
proposed algorithms with the greedy algorithm [26] in the application of
BKkIM: Influence Maximization with k topics subject to the budget
constraint (IMkB) on three main metrics: price value of objective

function, number of queries and running time.

Definition 3.2: (IMkB problem) Assume that each user u has a cost
ci(u) for i-th topic which manifests how hard it is to initially
influence the respective person for that topic. Given the budget B,
the problem asks to find a seed set s with ¢(s) <  so that o(s) is
maximal.

- Experimental data: We use the Facebook social network dataset
from SNAP (2020). The network contains 4,039 nodes and 88,234
edges.

- Experiment results: For the purpose of providing a comprehensive
experiment, we divide the experiment into two cases: the special case

when £=1 and the general case.
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Figure 3.1 Performance of algorithms for IMkB when =1

Figure 3.1 shows the performance of algorithms for =1. With
solution quality (influence spread), our algorithms outperform Greedy
algorithm [26] in most cases. For query complexity, the proposed
algorithms completely outperform the Greedy algorithms by a large
margin. They require up to 10 times fewer queries than the Greedy
algorithm.

We can find that Algorithm 3.2 provides the better solution than
Algorithm 3.1 with the same value of for most cases. This is consistent
with the theoretical analysis. However, Algorithm 3.2 requires more
queries and running time than Algorithm 3.1. It might be because of
Algorithm 3.1 that reaches to the budget B faster than Algorithm 3.2.
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Figure 3.2: Performance of algorithms for IMkB in general case
3.4 Chapter conclusion

This chapter studies the BAKIM problem, generalizing the problem
BKIM. The PhD student proposes two streaming algorithms that traverse
the data once with provable guarantees. The core of the algorithms is to
exploit the relationship between proposed solutions and the optimal
solution by analyzing intermediate quantities and using new probability
distributions then comparing the contribution values (objective marginal
expenditure per cost) to a certain appropriate threshold.

To examine the performance of the proposed algorithms in practice,
the researcher conducted some experiments on the application
"Influence Maximization with k topics subject to the budget constraint".
Experimental results have shown that the proposed algorithms not only
return good solutions in terms of quality requirements but also have a
significantly smaller number of queries than the state-of-the-art greedy

algorithms.
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CONCLUDE

The thesis has completed the research goal which is: Researching
influence maximization problems with priority constraints (IMP) and
Budgeted 4-Influence maximization (BAIM). The thesis has proposed
four effective algorithms to solve the given problems. Research is
published in conference proceedings and prestigious journals in the
fields of Optimization and Information Technology domestically and
internationally, some publications are in the SCIE and SCOPUS
categories.

Problems that maximize the influence of information spread on SN
are difficult problems with large data and complex constraints on space,
time and cost.

The main contributions of the thesis include:

1. Proposing the problem "Influence maximization with priority
constraint" - IMP. Although the objective function is still a monotonic
function and a Submodular function, when considering the priority
constraint, the latest IM algorithms do not To solve this challenge, the
thesis proposes two algorithms IG and IGS with provable theoretical
guarantees.

2. Proposing the problem "Budgeted i-Influence maximization" -
BkIM. The thesis proposes a deterministic streaming algorithm and a
random streaming algorithm that browses data once to provide
theoretical limits of the BKIM problem.

Research direction of the thesis: The PhD student continues to
research and propose more effective solutions for the proposed problems.
Develop applications of research results that can be applied to SN.
Research variations with practical applications for IM, ID and IB
problems. Propose algorithms that are powerful enough to handle social

networks with billions of nodes and edges in acceptable time.
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