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Introduction

Let I be a monomial ideal in R = K[x1, ..., xn]. In Commutative Algebra, the normality

of I plays an important role in the research into various algebraic characteristic of this

monomial ideal. Therefore, the method for verifying the normality of a monomial ideal

receives a lot of considerations of experts; and this is the motivation of this dissertation.

Thanks to various prior researches, we have two following valuable results that are so

meaningful in theoretical arguments.

• The Lejeune-Teissier’s Criterion (Proposition 1.2.3): I is integrally closed if and only

if I has the property: xta 2 I t implies xa 2 I;

• The Reid-Roberts-Vitulli Criterion (Proposition 1.4.2): I is normal if and only if I t

is integrally closed for t = 1, ..., n� 1.

However, two above criterion are not e↵ective in the sense that there is no algorithm

to test this property in terms of the generators of I. Clearly, we cannot verify all of

monomials in R by the Lejeune-Teissier’s Criterion. This motivated us to find an useful

su�cient condition for the normality of the monomial ideal I. In this dissertation, we

show a criterion (Proposition 4.3.1) from Discrete Geometry. Indeed, we only can find

a su�cient condition for the normality of I because all necessary and su�cient criteria

must be equivalent to the Reid-Roberts-Vitulli Criterion that is impossible to utilize.

Meanwhile, the Proposition 4.3.1 is a geometric property that can be verified by some

elementary techniques. Now, we go through the brief process to achieve Proposition 4.3.1

In this dissertation, Proposition 2.5.2 shows that the normality of I is equivalent to

the normality of the Rees ring R[It]. This ring is a toric ring of the form K[M ] where

M is a set of monomials. Let E denote the set of the exponents of M . The second

Lejeune-Teissier’s Criterion can illustrate the relation between the normality of R[It] and

1



2

geometric concepts.

Lejeune-Teissier’s Criterion (Proposition 2.4.2): Let S be the additive semigroup gen-

erated by the exponents of E. Then K[M ] is normal i↵ S is normal, i.e. S = C(E)\G(E),

where C(E) is the cone spanned by E and G(E) is the additive group generated by S.

If K[M ] is a standard graded toric ring, we may assume that the generator of E lies

on a hyperplane. Let P denote the convex polytope spanned by E. We say that P is

normal if S is normal (Definition 4.2.1). Let tP be the polytopes spanned by tE. We can

illustrate the normality of P geometrically by following theorem.

The Bruns-Gubeladze-Trung Theorem ([1]): P is normal if and only if tP is full (i.e.

tP contains all lattice points inside) for t = 1, ..., n� 1.

Finally, thanks to various results in this dissertation, we can reach the main result of

this dissertation (Proposition 4.3.1).

To be more detailed, in the Chapter 3, we will associate with I a lower comprehensive

polytope P such that I is normal if and only if P is normal (Proposition 3.8.1). This

plays the role as techniques for proving propositions in the last chapter. Moreover, also

in this chapter, we mentions concepts of Linear Programming to illustrate the relation

between three mathematical areas: Commutative Algebra, Discrete Geometry and Linear

Programming.

This thesis is divided into four chapters.

1. Chapter 1 introduces necessary points in Commutative Algebra that will be utilized

frequently later. In particular, the concept of the normality of monomial ideals will

play the kernel role in this dissertation.

2. Chapter 2 mentions the main algebraic objects, such as toric rings and Rees algebra.

They will play as equipment in the proofs later.

3. Chapter 3 shows the relation between algebraic properties and concepts in Linear

Programming and Discrete Geometry: integer rounding properties of matrices, the

integral decomposition property of polytopes and the normality of monomial ideals.

4. Chapter 4 contains the definition of unimodular covering and its role in the main

result of this thesis.



Chapter 1

Normal Monomial Ideals

1.1 Basic definitions

In the dissertation, we do not recall the basic algebraic concepts, such as polynomial rings

and ideals. The readers can find their definitions and properties in [2]. We start the

dissertation with monomial ideals of a polynomial ring.

Let K[x1, . . . , xn] be the polynomial ring over an algebraically closed field K . Recall

that monomials in this ring are the products of an element in K (is called coe�cient)

and some variables (with multiplicities), such as cxa1
1 · · · xan

n . In this form, c 2 K is the

coe�cient of the monomial and the multiplicity of xi is ai 2 N for every 1  i  n. In

order to be simple, we write the monomial xa1
1 · · · xan

n by xa, where a = (a1, . . . , an). It is

routine to verify that xa · xb = xa+b, so the expression is similar to the ordinary way of

writing monomials. Two non-zero monomials cxa and c0xb are similar if they share the

same variable term, i.e, a = b, such as 2x1x2
2 and �3x1x2

2.

An expression of a polynomial as a sum of non-similar monomials is called the polyno-

mial expression of this polynomial. To illustrate, the following first and second expressions

are the non-polynomial and polynomial ones respectively

P (x) = x2 + 3x+ 2x� 4 + 2x2 = 3x2 + 5x� 4.

The terms of a polynomial are defined to be monomials in its polynomial expression, such

as 3x2, 5x and �4 in case of the above polynomial P (x). As for an ideal in the ring, we

call a set as its system of generators if the ideal can be generated by the set. We come to

the first definition.

Definition 1.1.1. Let K[x1, . . . , xn] be the polynomial ring over a field K. An ideal I of

this ring is called to be a monomial ideal if I is generated by monomials.

3
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More exactly, thanks to Hilbert’s Basis Theorem or Dickson’s Lemma [3] (Corollary

1.17 and Theorem 1.2 respectively), every ideal of a polynomial ring is generated by finitely

many elements and we usually can find a finite set of generators from every (infinite) system

of generators. Therefore, every monomial ideal I is generated by finitely many monomials.

Besides, we symbolize [[I]] as the set of all monomials in I, so I = ([[I]]). Now, we show

some basic properties of monomial ideals, which will be useful in the following chapters.

Proposition 1.1.2. K[x1, . . . , xn] be the polynomial ring over a field K. As for an ideal

I of this ring, the following are equivalent:

(i) I is a monomial ideal;

(ii) If a polynomial f belongs to I, every term of f is also an element of I.

Proof. See [4] (Lemma 3, page 71).

The following proposition allows us to imagine the set of monomials in monomial

ideals. Specially, the (iv) of this proposition helps us to find a system of generators of

the intersection of two monomial ideals. This is an important characteristic of monomial

ideals since it is so di�cult to find the system of generators of the intersection of two

general ideals of a polynomial ring.

Proposition 1.1.3. Let R = K[x1, . . . , xn] be a polynomial ring; and I and J are mono-

mial ideals. Then

(i) I ✓ J if and only if [[I]] ✓ [[J ]];

(ii) I = J if and only if [[I]] = [[J ]];

(iii) I + J and IJ are also monomial ideals and [[I + J ]] = [[I]] [ [[J ]];

(iv) I \ J is also a monomial ideal and [[I \ J ]] = [[I]] \ [[J ]];

(v) The colon ideal (I : J) := {f 2 R | fJ ✓ I} is a monomial ideal.

Proof.(i)(ii) It is easy to verify them thanks to the equalities I = [[I]]R and J = [[J ]]R.

(iii) I + J is a monomial ideal obviously since it is generated by the union of systems of

generators of I and J respectively. Moreover, the inclusion I [ J ⇢ I + J implies

[[I]] [ [[J ]] ✓ [[I + J ]]. Conversely, for every monomial xa 2 [[I + J ]], xa 2 I + J
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is a sum of two elements of I and J respectively. Since both I and J are monomial

ones, xa is a sum of some monomials in I or J . Because xa is a monomial itself, it

must be one among the monomials in this sum, so xa belongs to either I or J (or

both). This ensures [[I + J ]] ✓ [[I]] [ [[J ]]. As for IJ , it is easy to verify it is also a

monomial ideal.

(iv) Thanks to Proposition 1.1.2, it is routine to verify that all terms of every polynomial

in I \ J also belong to both I and J , so I \ J is a monomial ideal. The second

statement is also obvious!

(v) For an arbitrary polynomial f 2 (I : J), we have f [[J ]] ✓ I, so xaf 2 I for every

monomial xa in J . For each term xb of f , the monomial xa · xb is also a term of

xaf 2 I. Since I is a monomial ideal, xa ·xb 2 I for every xa 2 J . Thus, xb[[J ]] ✓ I,

so xbJ = xb([[J ]]) ✓ I, or equivalently xb 2 (I : J) for every term xb of f . Thanks

to Proposition 1.1.2, (I : J) is a monomial ideal.

There are various other properties of monomial ideals, but we only mention some

valuable ones that we will use later in this section. The readers can find a full set of nice

properties of monomial ideals in [4]. Now, we come to the section of integral closure of a

monomial ideal.

1.2 Integral Closure

Throughout the thesis, we write points (vectors in vector spaces) and their coordinates

(real or rational numbers) in a bold and an usual way respectively, such as an illustration

a = (a1, . . . , an) 2 Rn. Additionally, I denote the zero vector and vector whose coordinates

are all 1’s by 0 and 1, respectively. If I write x < y (x  y), it means every coordinate

of x is lower than (or equal to) the respective coordinate of y. It is routine to verify that

space Rn with the order is a partially ordered set. We will write x ·y as the inner product

xyT , the sum of products of respective coordinates of x and y. For every number a 2 R,
we use the symbol bac (dae) as the greatest (lowest) integers that are not larger (lower)

than a.

We continue to pay attention to the polynomial ring R = K[x1, . . . , xn] and a homo-

geneous ideal I ⇢ R.
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Definition 1.2.1. An element z 2 K[x1, . . . , xn] is integral over I if z is a root of the

following monic polynomial:

zd + c1z
d�1 + · · ·+ cd�1z + cd = 0, (1.2.1.1)

for some degree d and ci 2 I i for every 1  i  d.

Definition and Proposition 1.2.2. The set of integral elements over I in K[x1 . . . , xn]

is called integral closure of I in the polynomial ring, namely I. Moreover, it is an ideal

of K[x1 . . . , xn]; and if I is a monomial ideal, I is so. The ideal I is integrally closed in

K[x1 . . . , xn] if I = I.

Proof. See [5] (Proposition 4.3.3 and 12.1.1).

When I is a monomial ideal, we symbolize log(I) := {a 2 Nn | xa 2 I}, or equivalently,
[[I]] = {xa | a 2 log(I)}. At that case, the integral closure of I is of a clear form as the

following proposition.

Proposition 1.2.3 (The Lejeune-Teissier’s Criterion). For every positive integer k and a

monomial ideal I,

Ik = (xa | xda 2 Idk for some d) = (xa | a 2 conv{log(Ik)} \ Zn),

where conv{log(Ik)} =
nPt

j=1 ↵jbj | t 2 Z+,↵j > 0,
Pt

j=1 ↵j = 1,bj 2 log(Ik)
o

is the

convex hull of log(Ik).

In particular, I is integral closed if and only if I = (xa | xda 2 Id for some d).

Proof. If a monomial xa satisfies xda 2 Idk, then it is a root of the monic polynomial

zd � xda, in which xda 2 (Ik)d, so xa is integral over Ik. Conversely, for every monomial

xa 2 Ik, xa is a root of some monic polynomial

zd + c1z
d�1 + · · ·+ cd�1z + cd = 0,

where ci 2 I ik. By comparing the terms of exponent da in both sides, we only need to pay

attention to the ia-exponent term of ci (since I ik is a monomial ideal, this term belongs to

I ik), so we can assume that each ci 2 I ik is either similar to xia or zero for all 1  i  d.

Since xa 6= 0, there exists some i so that 0 6= ci 2 I ik. Thus, xia 2 I ik. We have prove the

equality Ik = (xa | xda 2 Idk for some d).
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Now, if a monomial xa satisfies xda 2 Idk, xda is similar to a product xa1 · · ·xadk in

which xai 2 I. Thus, da =
Pdk

i=1 ai, so a = 1
d

Pd
i=1 bi where bi :=

Pik
j=(i�1)k+1 aj 2 log(Ik).

Conversely, for a 2 conv{log(Ik)} \ Zn, clearly a =
Pt

i=1 ↵iai where ai 2 log(I), ↵i > 0

and
Pt

i=1 ↵i = k. Since all of a and ai are integral, the ↵i’s can be chose as rational

numbers. Therefore, there exists a constant d such that d↵i 2 N for all 1  i  t. Hence,

da 2 log(Idk), or equivalently, xda 2 Idk. The proof is completed.

Remark 1.2.4. We do not have the general result I \ J = I \ J where I and J are

monomial ideals. In particular, we can consider the case I = (x5
1, x

3
2) and J = (x5

2, x
3
3)

in the polynomial ring K[x1, x2, x3]. We have x2
1x

2
2x

2
3 2 I \ J . Indeed, by Proposition

1.2.3, the facts that (2, 2, 2) >
�
5
3 , 2, 0

�
2 conv{(5, 0, 0), (0, 3, 0)} and (2, 2, 2) >

�
0, 53 , 2

�
2

conv{(0, 5, 0), (0, 0, 3)} imply x2
1x

2
2x

2
3 belongs to both I and J .

Now we find I \ J . Initially, we find a system of generators of I \ J . By (iv) of

Proposition 1.1.3, we have

[[I \ J ]] = [[I]] \ [[J ]]

=
�
{x(a,b,c) | a � 5} [ {x(a,b,c) | b � 3}

�
\
�
{x(a,b,c) | b � 5} [ {x(a,b,c) | c � 3}

�

= {x(a,b,c) | a, b � 5} [ {x(a,b,c) | b � 5} [ {x(a,b,c) | a � 5, c � 3} [ {x(a,b,c) | b, c � 3}

= {x(a,b,c) | b � 5} [ {x(a,b,c) | a � 5, c � 3} [ {x(a,b,c) | b, c � 3}.

Therefore, I \ J = (x5
1x

3
3, x

5
2, x

3
2x

3
3). We assume that x2

1x
2
2x

2
3 2 I \ J . By Proposition

1.2.3, there exists d, u, v, t 2 N such that d(2, 2, 2) � u(5, 0, 3) + v(0, 5, 0) + t(0, 3, 3) and

d = u+ v + t. Thus, we obtain a system of linear inequalities

2d � 5u

2d � 5v + 3t

2d � 3u+ 3t

d = u+ v + t.

By replacing d by u+ v + t in the three above inequalities, we obtain that

2u+ 2t � 3u

2u � 3v + t

2v � u+ t

.

Combining two last inequalities, we have

2u+ 2v � u+ 3v + 2t = �u+ 3v + (2u+ 2t) � �u+ 3v + 3u = 2u+ 3v.
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Thus, v must be zero, so u, v, t are all zero, a contradiction! This means that x2
1x

2
2x

2
3 /2

I \ J . To sum up, I \ J ( I \ J generally.

Now, we come to a quantitative result about the integral closure of a monomial ideal.

This indicates that the system of generators of integral closure I is not so di↵erent from

that of I in terms of the degree of monomials.

Proposition 1.2.5. If I ✓ K[x1, . . . , xn] is an ideal generated by monomials of degree at

most k, then I is generated by monomials of degree at most n+ k � 1.

Proof. We assume I = (xa1 , . . . ,xam), in which the sum of all coordinates of each ai is

k. Set S = {a1, . . . , am}. It is su�cient to show that if a 2 Nn satisfies xa 2 I and the

sum of coordinates of a is at least n + k, then there exists Nn 3 b < a such that xb also

belongs to I. Indeed, since xa 2 I, a 2 conv{log(I)} by Proposition 1.2.3. Hence, there

exists the convex combination (since all of points in the combination are integral, we can

assume all coe�cients are rational numbers):

a =
tX

j=1

↵ja
0
j,

where ↵j 2 Q+,
Pt

j=1 ↵j = 1, and a0
j 2 log(I) for all 1  j  t. Because a0

j 2 log(I), there

exists a00
j 2 S such that a00

j  a0
j for every 1  j  t. Therefore,

a =
tX

j=1

↵ja
0
j �

tX

j=1

↵ja
00
j =: b0 2 conv{S} \Qn ⇢ conv{log(I)} \Qn.

It is important to notice that the sum of coordinates of b0 is at most k since b0 is a convex

combination of the a00
j ’s. Set b = db0e 2 Nn. Since Nn 3 a � b0, a � b. We will show that

the point b is the one we need to find.

Now, we prove that xb 2 I. Indeed, we have db0 2 Nn where d satisfies d↵j 2 N for

all j. At that time, xdb0 2 Id, which implies xdb 2 Id as b � b0. By Proposition 1.2.3,

xb 2 I. Finally, we show that a > b. We have that every coordinate of b� b0 is strictly

lower than 1, so the sum of coordinates of b is strictly lower that n+ k that is the sum of

coordinates of a. Thus, a > b. The proof is completed.

In order to imagine more virtually, we need to know the geometric description of

monomial ideals and their integral closures.
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1.3 The geometric description of the integral closure

Let I = (xa1 , . . . ,xam) be a monomial ideal of K[x1 . . . , xn]. We can choose the set

S := {a1, . . . , am} so that ai ⇥ aj for all i 6= j. Clearly, log(I) = {a 2 Nn | 9ai  a}. We

come to the following geometric concept.

Definition 1.3.1. The convex hull conv{log(I)}, denoted by N(I), is called the Newton

polyhedron of I.

Example 1.3.2. In the polynomial ring K[x1, x2], the monomial ideal

I = (x1x
4
2, x

2
1x

2
2, x

4
1x2)

is generated by xai ’s, 1  i  3, where a1 = (1, 4), a2 = (2, 2), a3 = (4, 1). We have

[[I]] = {xa
1x

b
2 | 9i such that ai  (a, b)},

or equivalently, log(I) = {a 2 N2 | 9i such that ai  a}. The following picture illustrates

[[I]] in the plane.

And the Newton polyhedron of I is the convex hull of log(I) as follows.
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Remark 1.3.3. Every monomial ideal has only one Newton polyhedron, but some di↵er-

ent monomial ideals can share a same Newton polyhedron. Particularly, we can see I and

I have the same Newton polyhedron as the following proposition.

Proposition 1.3.4. In the polynomial ring K[x1, . . . , xn], every monomial ideal I and its

integral closure I share the same Newton Polyhedron.

Proof. It is su�cient to show that conv{log(I)} ✓ conv{log(I)}. By Proposition 1.2.3, we

obtain that
⇥⇥
I
⇤⇤

= {xa | a 2 conv{log(I)} \ Nn}, so log
�
I
�
= conv{log(I)} \ Nn, the

set of integral points in the Newton polyhedron of I. Thus, log(I) ✓ conv{log(I)}, which
implies conv{log(I)} ✓ conv {conv{log(I)}} = conv{log(I)}. The proof is completed.

Now, we find the geometric version of the proof of Proposition 1.2.5. In that proof, we

shown that for a point a 2 conv{log(I)}, a � b0 2 conv{S} for some b 2 Qn. Recall that

S is the set of minimal integral points in the Newton Polyhedron conv{log(I)}. Thus, we
can obtain that a is greater than or equal to some point b 2 {db0e | b0 2 conv{S} \Qn}.
As a result, I can be generated by monomials xdb0e’s, where b0 2 conv{S}.

I =
⇣
xdb0e | b0 2 conv{S}

⌘
.

Moreover, we can see that the set of minimal integral points of the Newton Polyhedron

N(I) is equal to the set of exponents of monomials in the minimal system of generators

of I. In the other word, if we write I = (xb1 , . . . ,xbt) in which bi ⇥ bj for all i 6= j, then

{b1, . . . ,bt} is the set of all minimal integral points of {db0e | b0 2 conv{S}}, and it is

also equal to the set of minimal integral points of the Newton Polyhedron of I.

Example 1.3.5. In K[x1, x2], the monomial ideal I = (x1x7
2, x

3
1x

4
2, x

8
1x2) has the Newton

Polyhedron as follows. By setting S = {(1, 7), (3, 4), (8, 1)}, conv{S} is the green triangle.
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The triangle conv{S} has 7 integral points (1, 7), (3, 4), (8, 1), (2, 6), (3, 5), (4, 4), (5, 3). But
two red points (3, 5) and (4, 4) are not minimal integral points in the polyhedron since they

are greater than (3, 4) both. Outside the triangle, the point (7, 2) is the upper integral

part of (6.5, 2) in the triangle. Thus, 6 blue points (1, 7), (3, 4), (8, 1), (2, 6), (5, 3), (7, 2)

are all of minimal integral points in the Newton Polyhedron of I. Hence,

I = (x1x
7
2, x

3
1x

4
2, x

8
1x2, x

2
1x

6
2, x

5
1x

3
2, x

7
1x

2
2).

1.4 Normal monomial ideals

Let I be a homogeneous ideal of the polynomial ring K[x1, . . . , xm]. We come to the

following important definition that will be the main object of this dissertation.

Definition 1.4.1. The homogeneous ideal I is called normal if all of its powers are

integrally closed, i.e, Ik = Ik for every k 2 Z+.

In the case where I is a monomial ideal, we have the following result.

Proposition 1.4.2 (The Reid-Roberts-Vitulli Criterion). The monomial ideal I of the

polynomial ring K[x1, . . . , xn] is normal if and only if Ik = Ik for every 1  k  n� 1.

Proof. The main idea of the proof is similar to that of Proposition 1.2.5. By mimicking this

method, we can show that Ik = IIk�1 for every k � n (see Proposition 1.5.1). Therefore,

Ik = Ik�n+1In�1 for every k � n. At that time, if In�1 = In�1, then we can obtain every

Ik with k � n is integrally closed. More exactly, we can see [6] (Proposition 3.1).
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In order to verify the normality of a monomial ideal, we can use the Propositions

1.2.3 and 1.4.2. However, this method is impossible to utilize because we cannot check

all of monomials of K[x1, . . . , xn] in the way of Proposition 1.2.3. Therefore, we suggest

another method (Proposition 4.3.1) that allows us to run finitely many steps. However,

we must agree with the fact that the Proposition 4.3.1 is only a su�cient condition but

not a necessary one since a su�cient and necessary property must be equivalent to the

Propositions 1.2.3 and 1.4.2 again, so it is still impossible. The way we suggest in this thesis

is a result combining various concepts of Linear Programming and Discrete Geometry.

1.5 A small nice extra observation

This part contains a nice exploration of the author of this dissertation. Although it is

not so significant, this result is nice because it can be proven by elementary arguments.

Initially, we come to the following proposition.

Proposition 1.5.1. Let I be a monomial ideal of the polynomial ring K[x1, . . . , xn].

Then, IIq = Iq+1 for all q � n� 1.

Proof. Clearly, IIq ✓ Iq+1 for all q. Thus, we only need to show that Iq+1 ✓ IIq with

q � n � 1. Since they are all monomial ideals, we only pay attention to monomials. For

every xa 2 Iq+1, by Proposition 1.2.3, there exists t such that xta 2 I t(q+1). This means

that

ta �
nX

i=1

ciai,

for some positive integers ci’s such that
Pn

i=1 ci = t(q+1). Because q+1 � n, there exists

j such that cj � t. Therefore,

t(a� aj) �
X

i 6=j

ciai + (cj � t)aj.

Hence, xt(a�aj) 2 I tq which implies xa�aj 2 Iq, so xa = xa�aj · xaj 2 IIq.

Thanks to the Proposition 1.5.1, we can reach the following result. It shows that

the normality and integral closedness of a monomial ideal are equivalent in case of two

variables.

Proposition 1.5.2. In the polynomial ring K[x, y], a monomial ideal I is normal if and

only if it is integrally closed.
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Proof. Thanks to the Proposition 1.5.1, Iq+1 = IIq for all q � 1. If I is integrally closed,

i.e, I = I, then I2 = II = I2. then, by induction on q, we can show that Iq = Iq for all

q � 2, equivalently, I is normal. The converse statement is obvious due to the definition

of the normality.

Now, we come to the main definition of this section.

Definition 1.5.3. Let I be a monomial ideal of the polynomial ring K[x1, . . . , xn]. Then

r(I) is defined to be the smallest number q satisfying IIq = Iq+1.

Thanks to the Proposition 1.5.1, we have r(I)  n� 1. Now, we consider a case where

r(I) = n�1. In this case, I is generated by powers of variables, i.e, I = (xa1
1 , . . . , xan

n ). We

set ai = aiei, where ei is the i-th standard vector. The following proposition is the main

result of this part, in which its solution only consists of simple arguments. Moreover, the

presentation of this proposition is also understandable clearly.

Proposition 1.5.4. Let I = (xa1
1 , . . . , xan

n ) be a monomial ideal. Then, r(I) = n � 1 if

and only if
1

a1
+ · · ·+ 1

an
 1.

Proof. We need to find an equivalent condition of the inclusion IIn�2 ( In�1. This is

equivalent to the existence of an element xa 2 In�1 \ IIn�2. By interpreting the fact to

the geometric language, we obtain that

ta =
nX

i=1

ciai,

where ci 2 Q and
Pn

i=1 ci � t(n� 1) for some t. Since xa /2 IIn�2, by imitating the above

argument, we have all ci < t. Thus, we have every component of ta is lower than the

respective one of t
Pn

i=1 ai, or equivalent a  (a1 � 1, · · · , an � 1). By combining all of

inequalities, we obtain that ciai  t(ai � 1) for all i’s, so

t(n� 1) 
nX

i=1

ci 
nX

i=1

t(ai � 1)

ai
,

so
1

a1
+ · · ·+ 1

an
 1.
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Conversely, if 1
a1

+ · · · + 1
an

 1, then we can see that x(a1�1,··· ,an�1) 2 In�1 since

xt(a1�1,··· ,an�1) 2 I t(n�1), where t =
Qn

i=1 ai. Indeed,

t(a1 � 1, · · · , an � 1) =

 
nY

i=1

ai

!
· (a1 � 1, · · · , an � 1) =

nX

i=1

  
Y

j 6=i

aj

!
(ai � 1)ai

!
,

and

nX

i=1

  
Y

j 6=i

aj

!
(ai � 1)

!
=

 
nY

i=1

ai

!
·

nX

i=1

✓
1� 1

ai

◆
� (n� 1)

nY

i=1

ai = t(n� 1).

However, it is easy to verify that x(a1�1,··· ,an�1) /2 IIn�2 simply because it cannot be an

element of I. Thus IIn�2 ( In�1. The proof is completed.

Now, we end the first chapter of this dissertation. In the following chapters, we will

consider wider picture of geometric and algebraic concepts. Thanks to them, we will

understand the role of the normality of monomial ideals more deeply.



Chapter 2

General toric varieties

In this chapter, K is still an algebraically closed field. For every subset S ✓ Zd, we denote

by C(S) the positive cone generated by S,

C(S) = {�1s1 + . . .�tst | for all t 2 N and �i 2 R�0, si 2 S}.

In this dissertation, we only consider polyhedral cones, the cones are generated by finitely

many integral points. Equivalently, every polyhedral cone is an intersection of finitely

many halfspaces. For two subsets A and B in Zd, we write A±B = {a±b | a 2 A,b 2 B}
and denote by cA and c ·A the sum of c copies of A and {ca, a 2 A} respectively. A cone

C is called strongly convex if C \ (�C) = {0} (see [7] (Proposition 1.2.12)).

In this chapter, the section 2.1 mentions the general definitions of toric rings. The

sections 2.2 and 2.3 are additional ones that illustrate the relation between algebraic

concepts and geometric properties. Although the sections are not included in the main

flow of this thesis, we can obtain an interesting perspective on the motivation of this thesis.

Section 2.4 will be a simpler case of general concepts in Section 2.1 and it is a preparation

for the principle of this dissertation in the following chapters.

2.1 General toric rings and varieties

In this thesis, we will define toric rings and toric varieties via a�ne semigroups (indeed

they are monoids). There are some equivalent concepts of toric varieties (see [7] (Theo-

rem 1.1.16)), but from the perspective on a�ne semigroups, we have the best method of

expressing the them in a combinatorial way.

Initially, we fix a subset A = {a1, . . . , am} of Zn. Each vector ai is identified with a

monomial tai in the Laurent polynomial ringK[t±1] := K[t1, . . . , tn, t
�1
1 , . . . , t�1

n ]. Consider

15
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the semigroup homomorphism

⇡ : Nm ! Zn

u = (u1, . . . , um) 7! u1a1 + · · ·+ umam.

The image of ⇡ is the semigroup

NA = {�1a1 + · · ·+ �nam | �i 2 N}.

The map ⇡ lifts to a homomorphism of semigroup algebra:

⇡̂ : K[x1, . . . , xm] ! K[t±1]

xi 7! tai .

Definition 2.1.1. The kernel of ⇡̂, denoted by IA, is called the toric ideal of A.

Remark 2.1.2. The set of the exponent of monomials in the image of ⇡̂ is indeed NA.

Moreover, IA is a prime ideal since K[ta | a 2 NA] is an integral domain, and hence the

a�ne variety XA of zeros of IA in Km is irreducible. Clearly, XA is the Zariski closure

of the set of points (pa1 , . . . ,pam) 2 Km, where p 2 (K \ {0})n (the notion pa means

pa11 · · · pann 2 K when p = (p1, . . . , pn) and a = (a1 . . . , an)).

Definition 2.1.3. A variety of the form XA is an a�ne toric variety . The K-algebra

K[ta | a 2 NA] is called the toric ring generated by A.

Remark 2.1.4. Indeed, a toric ring is the quotient ring respect to a toric ideal IA, and it

is also the coordinate ring of the a�ne toric variety XA. Moreover, clearly the toric ring

K[ta | a 2 NA] is exactly K[ta1 , . . . , tam ]. Hence toric rings are algebras generated by

finite sets of monomials.

We denote by rankA the rank of the n ⇥m matrix whose columns are vectors ai for

1  i  n.

Proposition 2.1.5. With the above notion, rankA is equal to the Krull dimension of the

coordinate ring K[x1, . . . , xm]/IA ⇠= K[ta | a 2 NA].

Proof. See [8] (Lemma 4.2).

Proposition 2.1.6. IA is homogeneous if and only if there exists 0 6= w 2 Qn such that

hw, aii = 1 for all i. This means that all ai’s are in a hyperplane.

Proof. See [8] (Lemma 4.14).
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In the case where IA is homogeneous, the toric ideal IA of such a subset A defines an

a�ne toric variety XA in Km and a projective toric variety YA in Pm�1
k . Moreover, YA

has an open cover consisting of the a�ne toric varieties XA�ai , where ai runs over the

vertices of the polytope conv(A) (see [8] (Lemma 13.10)). In Proposition 2.2.2, we will

characterize the smoothness of YA via these XA�ai ’s. An a�ne semisubgroup S in Zn is

called a graded a�ne semigroup if S = NA for some finite subset A in a hyperplane. In

this case, the toric ring K[ta | a 2 NA] is called a graded a�ne semigroup ring .

2.2 Smooth toric varieties and regular rings

In this section, we only pay attention to the case where IA is homogeneous and will

characterize the smoothness of a projective toric variety in a combinatorial way. Let S

be a graded a�ne semisubgroup of Zn such that C(S) is strongly convex. This means

that S is finitely generated, namely S = Na1 + · · · + Nam, and S contains the neutral

element 0 2 Zn. Without loss of generality, we choose A = {a1, . . . , am} to be the Hilbert

basis of (S), i.e., the (unique) minimal generating set of the semigroup S, and a1, . . . , at

are vertices of conv(A). The algorithm for computing the Hilbert basis was shown in [8]

(page 128)). Since S is graded, S has a generating set in a hyperplane, and it is routine

to verify that A is also a subset of this hyperplane. Clearly, C(S) is spanned by t vectors

a1, . . . , at. Now, we will characterize the smoothness of the projective toric variety YA in

terms of vertices a1, . . . , at.

Because A is a subset of a hyperplane, there exists a vector w 2 Qn such that hw, aii =
1 for all 1  i  m. In the a�ne semigroup ring K[A] := K[ta | a 2 S] ⇢ K[t±1], we

set deg(ta) = hw, ai for every ta 2 K[A]. It is routine to show that K[A] is a positively

graded ring with respect to the this setting. In this chapter, we use this grade for K[A].

We denote the set consisting of all homogeneous prime ideals of K[A] but not the

maximal ideal (tai , 1  i  m) by ProjK[A]. For every P 2 ProjK[A], the localization

K[A]P is graded naturally. We denote its 0-th component by K[A](P) and call it the

homogeneous localization ofK[A] with respect to P . To be more detailed, K[A](P) consists

of forms f
g , where f, g 2 K[A] and g /2 P , such that deg(f) = deg(g). It is routine to

verify that K[A](P) is a local ring with the maximal ideal K[A](P) \ PK[A]P for every

P 2 ProjK[A].

Definition 2.2.1. The projective variety YA is called smooth if the homogeneous local



18

ring K[A](P) is a regular local ring for every P 2 ProjK[A].

For a homogeneous element f 2 K[A], the localization K[A]f at the set {1, f, f 2, . . . }
is a Z-graded K[A]-module. We also call its 0-th component the homogeneous localization

and denote by K[A](f). We prove the following result.

Proposition 2.2.2. With the above assumption, YA is smooth if and only if K[A](tai ) is

a regular ring for all 1  i  t.

Proof. Since a1, . . . , at are vertices of conv(A), every ai is a convex combination of

a1, . . . , at. Because all ai’s are integral, the convex combination has rational coe�cients.

Therefore, c · A ✓ Na1 + · · ·+Nat for some c 2 N. Thus, (ta1 , . . . , tam) =
p

(ta1 , . . . , tat).

For an arbitrary ideal P 2 ProjK[A], if tai 2 P for all 1  i  t, then (ta1 , . . . , tam) ✓
P , a contradiction to the assumption that P 2 ProjK[A]. Therefore, each P 2 ProjK[A]

does not contain tai for some 1  i  t, so PK[A]tai is a prime ideal of K[A]tai . Thus,

PK[A]tai \K[A](tai ) =: P 0 is a prime ideal of K[A](tai ). Moreover, it is routine to verify

that every homogeneous prime ideal P 0 of K[A](tai ) is of this form where P = P 0K[A]tai .

By the definition of a regular ring, the condition that K[A](tai ) is regular is equivalent to

the requirement (K[A](tai ))P 0 ⇠= K[A](P) is a regular local ring for all prime ideal P 0 of

K[A](tai ). This means that YA is smooth if and only if K[A](tai ) is a regular ring for all

1  i  t. The proof is completed.

It is routine to verify that K[A](tai ) = K[taj�ai , 1  j  m, j 6= i] = K[A� ai]. Since

each ai, 1  i  t, is a vertex of conv(A), the cone C(A� ai) generated by aj � ai, j 6= i,

is strongly convex. By the exercise 6.1.11 in [9], the condition that K[A� ai] is regular is

equivalent to N(A� ai) ⇠= NrankA�1.

For a 2 {a1, . . . , at}, because a� a = {aj � a, 1  j  m, aj 6= a} is a generating set

of N(A� a), there exist a0
1, . . . , a

0
t�1 2 A such that

NrankA�1 $ N(A� a)

ej 7! a0
j � a,

(2.2.2.1)

where ej is the j-th standard unit vector for 1  j  rankA � 1. This means that

for every aj 2 A \ {a}, aj � a is a sum of vectors belonging to {a0
1 � a, . . . , a0

t�1 � a}.
Conversely, it is routine to verify that if for all a 2 {a1, . . . , at}, there exist a0

1, . . . , a
0
t�1 2 A

such that N(A � a) is generated by {a0
1 � a, . . . , a0

t�1 � a} as a semigroup, then N(A �
a) ⇠= Nt�1, and hence, YA is smooth by the exercise 6.1.11 in [9]. Indeed, this is the
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combinatorial characterization of the smoothness of a projective toric variety of a simplicial

a�ne semigroup.

2.3 Normal semigroups and Finite Macaulayfication

In this section, we suppose the set A = {a1, . . . , am} ⇢ Nn is simplicial with the set of n

vertices A0 = {a1, . . . , an} of conv(A). We will mention the regular (local) ring and the

Cohen-Macaulay ring. To be simpler, we do not recall these concepts; the readers can find

them in chapter 2 of the book [9]. We call K[A] to have a finite Macaulayfication if there

is a ring extension R⇤ of K[A] in K[t] such that R⇤ is Cohen-Macaulay and R⇤/K[A]

has finite length as K[A]-modules. In this section, I will show that K[A] has a finite

Macaulayfication if YA is smooth.

For the a�ne semisubgroup S = NA of Nn, it is worth to notice that ZS = ZA is the

smallest subgroup of Zn that contains S.

Definition 2.3.1. The normalization of S, denoted by S, is the intersection of this group

and the cone generated by S, that is S = ZS \ C(S) ◆ S.

Remark 2.3.2. It is routine to verify that

S = {x 2 ZS | px 2 S for some p 2 N},

and hence S is also a semigroup.

Proposition 2.3.3. If A is a subset of a hyperplane, then S is generated by finitely many

elements, or equivalently, S is also an a�ne semigroup.

Proof. The condition is equivalent to S is a graded a�ne semigroup . We fix the vector

w 2 Qn satisfying hw, ai = 1 for all a 2 A. It is routine to verify that ZS ✓ {x 2 Zn |
hx,wi 2 Z} and C(S) ✓ {x 2 Rn

�0 | hx,wi � 0}, so S ✓ {x 2 Nn | hx,wi 2 N}. It is

worth to notice that conv(rA) = conv(r · A) = rconv(A) = r · conv(A).
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By setting Ar = ZA \ conv(rA), we obtain that

S = NA

= ZA \ C(S)

=
1G

r=0

{x 2 ZA \ C(S) | hw,xi = r}

=
1G

r=0

{x 2 ZA | x =
nX

i=1

ciai, ci 2 R�0,
nX

i=1

ci = r}

=
1G

r=0

Ar.

Proposition 2.3.4. S is generated by the finite set
Fn

r=0 Ar as a semigroup. As a conse-

quence, S is an a�ne semigroup.

Proof. Because A0 ✓ A ✓ A1, we have

Ar +A0 ✓ Ar +A1 ✓ N
 

rG

i=0

Ai

!
.

Therefore, it is su�cient to show that Ar ✓ Ar�1 + A0, for every r > n. Indeed, for

every x 2 Ar, x =
Pn

i=1 ciai, where ci 2 R�0 and
Pn

i=1 ci = r > n. Since r > n,

there exists 1  j  n such that cj > 1, so x � aj = (cj � 1)aj +
P

1i 6=jn ciai is a

linear combination of vectors belonging to a with non-negative coe�cients, or equivalently

x� aj 2 C(S). Therefore, x�aj

r�1 2 conv(A), or equivalently x� aj 2 conv((r� 1)A). As a

result, x�aj 2 ZA\conv((r�1)A) = Ar�1, so x 2 Ar�1+A0. The proof is completed.

Definition 2.3.5. A semigroup S = NA is called to be normal if S = S.

It is routine to verify S is a normal a�ne semigroup when S is graded. By [10]

(Corollary 4.7)), K[S] is Cohen-Macaulay. Now, we suppose that YA is smooth, we will

show that K[S]/k[A] has finite length as a K[A]-module in order to show K[S] is a finite

Macaulayfication of K[A].

Lemma 2.3.6. With the above assumption about the graded a�ne semigroup NA, if YA

is smooth, then Ar ✓ N(A�a)+ra for every r 2 N and a 2 A0
being a vertex of conv(A).

Proof. For an arbitrary vector x 2 Ar = ZA \ rconv(A), x =
Pm

i=1 ziai = r
Pn

i=1 ciai,

where zi 2 Z, ci � 0 and
Pn

i=1 ci = 1. The equality hw,xi = hw, r
Pn

i=1 ciaii = r implies
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Pm
i=1 zi = r. Therefore,

x� ra =
mX

i=1

zi(ai � a)

= r
nX

i=1

ci(ai � a).

(2.3.6.1)

Because YA is smooth, there exist a0
1, . . . , a

0
n�1 2 A such that ai � a is a sum of vectors

belonging to {a0
1 � a, . . . , a0

n�1 � a} for 1  i  n thanks to (2.2.2.1). Therefore, the

first equality of (2.3.6.1) allows x � ra is a linear combination of vectors belonging to

{a0
1�a, . . . , a0

n�1�a} with integral coe�cients. Moreover, the second equality of (2.3.6.1)

allows x� ra is a linear combination of vectors belonging to {a0
1 � a, . . . , a0

n�1 � a} with

non-negative coe�cients. Because {a0
1 � a, . . . , a0

n�1 � a} is linearly independent, the two

linear combinations are the same. This means that x�ra is a linear combination of vectors

belonging to {a0
1�a, . . . , a0

n�1�a} with non-negative integral coe�cients, or equivalently

x� ra 2 N(A� a). Thus, x 2 N(A� a) + ra. The proof is completed.

Lemma 2.3.7. With the same assumption, there exists natural number �(r) depending on

r such that Ar + �(r)A0 ✓ (r + �(r))A.

Proof. Initially, we fix a 2 A0. For each x 2 Ar, since x 2 N(A � a) + ra by Lemma

2.3.6, there exists ti 2 N such that x + tia 2 NA. Because Ar is a finite set, we can

choose a large enough number ta 2 N such that Ar + taa ⇢ NA. Then, by allowing a to

run on the finite set A0, we obtain the number �(r) :=
P

a2A0 ta =
Pn

i=1 tai satisfies the

inclusion Ar + �(r)A0 ✓ NA. Finally, we have hw,yi = r + �(r) for all y 2 Ar + �(r)A0,

so Ar + �(r)A0 ✓ (r + �(r))A.

Proposition 2.3.8. K[S]/K[A] has finite length. Therefore, K[S] is a finite Macaulayfi-

cation of K[A].

Proof. Since (r + �(r))A ✓ Ar+�(r) ✓ Ar + �(r)A0 ✓ (r + �(r))A, for r > n, by the proof

of Proposition 2.3.4 and Lemma 2.3.7, Ar+�(r) = (r + �(r))A for every r > n. Thus, we

can fix a number s > n such that As = sA. It is routine to verify that

s0A ✓ As0 ✓ As + (s0 � s)A0 ✓ sA+ (s0 � s)A0 ✓ s0A,

for every s0 � s, so As0 = s0A for every s0 � s. This implies M := K[ta, a 2 As0 , s0 � s] =

K[ta, a 2 s0A, s0 � s] is a submodule of both K[S] = K[ta, a 2 As, s � 1] and K[A]. It is
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routine to verify that
K[S]

M
⇠=

X

a2Ar,1rs�1

Kta

and
K[A]

M
⇠=

X

a2rA,1rs�1

Kta

are K-vector spaces of finite dimension. Therefore, both of them have finite lengths. As

a result,
K[S]

K[A]
⇠=

K[S]/M

K[A]/M

has finite length. The proof is completed.

2.4 Normal toric rings

Since this section until the end of this thesis, we only concentrate on the set of points

A = {a1, . . . , am} ⇢ Nn instead of Zn as our work in the section 2.1. The set-up of the

equivalence between the semigroup S := NA and the monomials in K[x1, . . . , xn] (instead

of the Laurent polynomial ring K[t±1]) is similar to that in the prior sections. This implies

K[S] = K[xa1 , . . . ,xam ] and it is also called the toric ring.

Let K[x1, . . . , xn] be the polynomial ring with n variables xi, and K[S] ⇢ K[x1, . . . , xn]

is a toric ring. Now, we define the integral closure of the toric ring K[S] (generally it is

the definition of the integral closure of an arbitray communicative domain with the unity).

Definition and Proposition 2.4.1. Let K[S] be a toric ring in the polynomial ring

K[x1, . . . , xn] and Q(K[S]) be the quotient field of K[S]. An element z 2 Q(K[S]) is

called to be integral over K[S] if z is a root of the monic polynomial

zd + c1z
d�1 + · · ·+ cd�1z + cd = 0,

where ci 2 K[S] for all 1  i  d. The set of all integral elements over K[S], denoted

by K[S], is a ring is also a subring of Q(K[S]) and is called to be the integral closure of

K[S]. Moreover, K[S] is called to be normal if K[S] = K[S].

Proof. See [11] (Proposition 5.1).

Thanks to the following proposition, we can see the relation between the normality of

a toric ring and that of corresponding semigroup.
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Proposition 2.4.2. K[S] = K[S]. Then, the toric ring K[S] is normal if and only if the

semigroup S is normal.

Proof. See [5] (Theorem 9.1.1).

Example 2.4.3. Let S be the additive monoid generated by the vectors (2, 0), (1, 1), (0, 2)

in N2. Then K[S] = K[x2
1, x1x2, x2

2]. We have

ZS = {(a, b) 2 Z2 | a+ b ⌘ 0 mod 2},

and C(S) = R2
�0. Hence

S = ZS \ C(S) = {(a, b) 2 N2 | a+ b ⌘ 0 mod 2} = S.

Therefore, K[S] is normal.

2.5 Rees algebra

We introduce a brief description of Rees algebras which will play an important role in the

following chapters.

Definition 2.5.1. Let I = (xa1 , . . . ,xam) be an ideal of the polynomial ring R =

K[x1, . . . , xn]. Then the Rees algebra of I is the graded ring

R(I) :=
1M

k=0

Iktk = K[x1, . . . , xn,x
a1t, . . . ,xamt] ⇢ K[x1, . . . , xn, t],

where t is an indeterminate.



24

If we set S 0 = {(e1, 0), . . . , (en, 0), (a1, 1), . . . , (am, 1)} that is the set of exponents of

generators of R(I) over K, then we obtain the following proposition.

Proposition 2.5.2. With the above assumption, we have

R(I) = K[S 0] =
1M

k=0

Iktk.

Therefore, R(I) is normal if and only if ideal I is normal.

Proof. See [5] (Part 12.3).

Now, we complete the second chapter. During two first chapters, we come through all

of necessary algebraic content in this dissertation. In the following chapter, we will con-

centrate on concepts of Linear Programming and Discrete Geometry in order to construct

a relationship between the fields.



Chapter 3

Integer rounding properties

3.1 Motivation

Initially, we mention some definitions of integer programming and convex geometry, which

will be used for the rest of the dissertation.

Let M be an non-zero n⇥m matrix with non-negative rational entries. For each vector

w 2 Nn, we define the following values:

⌫⇤(w,M) = max{1 · y | y 2 Rm
�0,MyT  wT},

⌫(w,M) = max{1 · y | y 2 Nm,MyT  wT},

⌧ ⇤(w,M) = min{1 · y | y 2 Rm
�0,MyT � wT},

⌧(w,M) = min{1 · y | y 2 Nm,MyT � wT}.

It is routine to verify that ⌫⇤(w,M) � ⌫(w,M) and ⌧ ⇤(w,M)  ⌧(w,M). From the

perspective of integer programming, we pay attention to when ⌫(w,M) and ⌫⇤(w,M)

(similarly ⌧(w,M) and ⌧ ⇤(w,M)) are most approximate. With this motivation, we come

into the following definition.

Definition 3.1.1. An n⇥m-matrixM has the integer round-down property (integer round-

up property) if for every w 2 Nn, b⌫⇤(w,M)c = ⌫(w,M) (respectively d⌧ ⇤(w,M)e =

⌧(w,M)).

Now, we come into geometric concepts that have a close relationship with the integer

rounding properties that we can see in Proposition 3.1.3.

Definition 3.1.2. Let P be a polyhedron in Rn
�0.

25
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(i) We call P upper comprehensive (lower comprehensive) if for every y � x 2 P

(0  y  x 2 P ), y must belong to P .

(ii) P is said to have the integral decomposition property if every integral vector of

kP = {ka | a 2 P} is a sum of k integral vectors of P for all integers k � 1.

In 1981, S. Baum and Jr. L. E. Trotter shown the relationship between above concepts

that motivated Professor Ngo Viet Trung and I to investigate the additional relationships

between them and even algebra.

Proposition 3.1.3. Let P ( Rn
+ be a nonempty polyhedron with nonempty interior

satisfying its extreme points are all integral.

(i) If P is upper comprehensive, then for the matrix M whose columns are precisely

minimal integral points of P , P has the integral decomposition property if and only

if M has the integer round-down property.

(ii) If P is bounded and lower comprehensive, then for the matrix M whose columns are

exactly maximal integral points of P , P has the integral decomposition property if

and only if M has the integer round-up property.

Proof. See [12] (Theorem 1).

By considering Proposition 3.1.3, we can realize that both integer rounding properties

are strictly associated to the integral decomposition property of upper and lower com-

prehensive polyhedra. This poses a question straightforwardly that whether the integer

rounding properties are equivalent or not. In terms of geometry, it is routine to realize that

there are certainly not polyhedra being both upper and lower comprehensive. Therefore,

if we want to build a bridge between two rounding properties, then we must construct

pairs of “dual” polyhedra, an upper and a lower comprehensive ones. We can see the

construction in next section and realize that two integer rounding properties are simply

di↵erent versions of an algebraic condition, the normality of monomial ideals, in the last

section.

3.2 Newton polyhedra

Let I = {a1, . . . , am} ⇢ Nn be a set of finitely many integral points such that ai ⇥ aj for

all i 6= j (later we can consider I as the monomial ideal (xan , . . . ,xam) straightforwardly).
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We are going to use the symbols for the rest of the thesis. Note that we will not consider

the case I = {0} due to its inconvenience. By writing ai = (ai1, . . . , ain) 2 Nn for

1  i  m, we put (amax)j := max{aij | 1  i  m}, the maximal j-coordinate among

that of the points, and amax := ((amax)1, . . . , (amax)n). We can see that amax � ai for

every 1  i  m, so we can define a⇤
i := amax � ai 2 Nn.

With the set (or monomial ideal) I above, in order to be consistent with the Definition

1.3.1, the Newton polyhedron associated to I is defined to be

N(I) := conv{a 2 Nn | 9ai  a}.

With the aim in the first section, we define a “dual” polytope that is bounded as

follows:

N⇤(I) := conv{a 2 Nn | 9a⇤
i � a}.

We define M and M⇤ as the n ⇥ m matrices whose columns are aT
1 , . . . , a

T
m and

a⇤
1
T , . . . , a⇤

m
T , respectively. Indeed, N(I) and N⇤(I) will play roles as polyhedra in Propo-

sition 3.1.3. In order to ensure they satisfy the conditions in Proposition 3.1.3, we, initially,

need to prove their upper and lower comprehensiveness. The process belongs to this sec-

tion and the next where more complex technical properties will be obtained. Now, we

show some useful basic properties of N(I) and N⇤(I).

Lemma 3.2.1. If u 2 {a 2 Nn | 9a⇤
i � a}, then amax � u 2 {a 2 Nn | 9ai  a}.

Consequently, if u 2 N⇤(I), then amax � u 2 N(I).

Proof. The first statement is obvious. For any u 2 N⇤(I), we can express u =
Pt

i=1 �iui,

where �i � 0,
Pt

i=1 �i = 1 and ui 2 {a 2 Nn | 9a⇤
i � a}. Therefore, amax � u =

Pt
i=1 �i(amax � ui) 2 N(I) because amax � ui 2 {a 2 Nn | 9ai  a} by the previous

statement.

From the above lemma, we can pose a natural question that if u 2 N(I) and u  amax,

then we can whether reach a conclusion that amax � u 2 N⇤(I) or not? We can mimic

the proof of Lemma 3.2.1 for the case as follows: if u 2 N(I), then u can be express

as a convex combination u =
Pt

i=1 �iui, where ui 2 {a 2 Nn | 9ai  a}. However, we

cannot obtain an equality amax�u =
Pt

i=1 �i(amax�ui). This is because we do not know

whether ui  amax or not! Indeed, we can also obtain the result later (Lemma 3.3.4) when

we construct some technical properties that ensure that we can choose the ui’s satisfying

the inequality (Lemma 3.3.3). Now we come into another property of Newton polyhedra.



28

Lemma 3.2.2. The Newton polyhedron N(I) is upper comprehensive, so is kN(I) for

every k � 1.

Proof. For any two points x,y 2 Rn
+ satisfying y � x 2 N(I), we need to prove y 2 N(I).

Initially, we show the statement holds for integral points x and y. Indeed, according to

the definition of N(I), we can express x =
Pt

i=1 �iui, where �i � 0,
Pt

i=1 �i = 1 and

ui 2 {a 2 Nn | 9ai  a} for 1  i  t. This results in y � x + ui 2 {a 2 Nn | 9ai  a}
since y � x. Thus, the equality y =

Pt
i=1 �i(y�x+ui) leads y to be an element of N(I).

Afterwards, we prove the statement also holds for a real point y and an integral point

x. By setting y = (y1, . . . , yn) 2 Rn
+, we obtain that (by1c, . . . , bync) � x because x

is integral. Therefore, by the previous statement, it must satisfy that (by1c, . . . , bync)
belongs to N(I), so does every vertex of the cube [by1c, by1c+ 1]⇥ · · ·⇥ [bync, bync+ 1].

Because y is an element of the cube, y is a convex combination of these vertices, which

leads y to belong to conv{N(I)}, or equivalently y 2 N(I).

Next, we show the conclusion of this lemma holds for real points x and y. Because

x 2 N(I), we can write x =
Pt

i=1 �iui, where ui 2 {a 2 Nn | 9ai  a} and �i � 0 and
Pt

i=1 �i = 1. We have y � x + ui � ui 2 Nn \ N(I), so y � x + ui 2 N(I) by the last

statement. Therefore, the equality y =
Pt

i=1 �i(y� x+ ui) results in y 2 conv{N(I)} =

N(I). Finally, the similar property for kN(I) is obtained straightforwardly.

Similarly, we will also have N⇤(I) is lower comprehensive (Lemma 3.3.5). But at that

time, our tools are not e↵ective enough to prove that. Now, we indicate a property of

N⇤(I) that will help us to show its lower comprehensiveness in the next section.

Lemma 3.2.3. N⇤(I) is closed in terms of Euclidean norm in Rn
.

Proof. It is routine to verify that the number of elements of {a 2 Nn | 9a⇤
i � a} is finite,

and we put m as the number. Fix an (arbitrary) order bi’s, 1  i  m, of elements

of the set and let A be the matrix
⇥
bT
1 · · · bT

m

⇤
. Now, for an arbitrary point y 2 Rn

satisfying that there exists a sequence of vectors {yi}1i=1 of N⇤(I) converging to y, we

claim that y 2 N⇤(I). Indeed, since each yi is a convex combination of vectors belonging

to {a 2 Nn | 9a⇤
i � a}, we have a vector zi := (yi1, yi2, . . . , yim) 2 [0, 1]m such that

1 · zi =
Pm

j=1 yij = 1 and AzTi =
Pm

j=1 yijb
T
j = yT

i , for each i. Due to the compactness of

[0, 1]m, we obtain a subsequence {zi0} of {zi} that converges to a vector z = (y1, . . . , ym)

belonging to [0, 1]m. Since the linear map from Rm to Rn defined by A is continuous, the
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fact that yT
i0 = AzTi0 tends to yT allows yT to be AzT . The obvious property 1 ·z = 1 leads

yT to be a convex combination of columns of A, which is equivalent to y 2 N⇤(I).

3.3 Technical properties

The properties in the previous section were elegant results of polyhedra, but results in

this section are only technical ones that allow us to prove latter propositions rather than

helping understand the geometric structure of polyhedra.

Lemma 3.3.1. If a rational point u is a convex combination of rational points u1, . . . ,ut 2
Qn

�0, which means that u =
Pt

i=1 �iui, where �i 2 R�0 and
Pt

i=1 �i = 1, then there exists

a sequence of non-negative rational vectors (�(j)
1 , . . . ,�(j)

t ) 2 Qt
�0, j � 1, such that

Pt
i=1 �

(j)
i = 1 and u =

Pt
i=1 �

(j)
i ui for every j, and (�(j)

1 , . . . ,�(j)
t ) ! (�1, . . . ,�t) as

j ! 1.

Proof. Initially, let S be the subset of {1, . . . , t} such that s 2 S if and only if �s = 0. In

cases S 6= ;, we will write S = {s1, . . . , s|S|}.
After that, when S 6= ;, we put S 0 to be the |S|⇥ t matrix such that the (i, si)-entry of

S 0 is 1 for every 1  i  |S| and the remaining entries are all zero. Otherwise, we regard

S 0 as the “0⇥ 0” matrix. Now we put

A :=

2

66664

1 1 . . . 1 1
uT
1 uT

2 . . . uT
t�1 uT

t

S 0

3

77775
and B :=

2

666664

1
uT

0
...
0

3

777775

which are a (n+ 1 + |S|)⇥ t matrix and a (n+ 1 + |S|)⇥ 1 matrix, respectively.

We can observe that the linear system AxT = B has the solution x0 = (�1, . . . ,�t) 2
Rt

�0. If rank(A) = t, then the linear system has the unique solution (�1, . . . ,�t). Moreover,

x0 must be rational because we can solve the linear system by Gaussian elimination and

all of entries of both A and B are rational. Therefore, the conclusion holds in the case

rank(A) = t, provided that we choose (�(j)
1 , . . . ,�(j)

t ) = (�1, . . . ,�t) for all j. Otherwise,

if rank(A) = r < t, then there are exactly t � r free variables among t variables of

the solution x = (x1, . . . , xt). Without loss of generality, we assume that x1, . . . , xr are

precisely free variables of the solutions. By Linear Algebra, the dependent variable xh is

a linear combination fh(1, x1, . . . , xr) of 1 and the free variables with rational coe�cients

for every r + 1  h  t due to the rationality of entries of A and B.
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A remark that should be noticed is S \ {1, . . . , r} = ;. This is because for each

s 2 S, the variable xs of the solution x = (x1, . . . , xt) is usually constant zero, so it

is not a free variable. This allows us to choose xi to be positive for 1  i  r. Now

we choose positive rational numbers �(j)
i , j � 1 and 1  i  r, such that �(j)

i ! �i

as j ! 1. If we choose free variable xi to be �(j)
i for 1  i  r, then the dependent

variable �(j)
h := xh = fh(1, x1, . . . , xr) tends to fh(1,�1, . . . ,�r) = �h as j ! 1 for every

r + 1  h  t. Moreover, for h 2 S ✓ {r + 1, . . . , t}, �(j)
h = fh(1,�1, . . . ,�r) = 0 for

all j. To sum up, we obtain that (�(j)
1 , . . . ,�(j)

t ) ! (�1, . . . ,�t) as j ! 1 and �(j)
s = 0

if �s = 0 for all j. Therefore, the condition that (�1, . . . ,�t) 2 Rt
+ allows us to obtain

(�(j)
1 , . . . ,�(j)

t ) � 0, for su�ciently large j. By excluding small indices, we can assume this

property holds for every j � 1. Since each (�(j)
1 , . . . ,�(j)

t ) is a solution of the linear system,

it satisfies all of the requirements in the conclusion. The proof is completed.

The above lemma allows us to change the background of numbers from R to Q. In

latter propositions, we can realize the important role of rational vectors in the thesis. The

following lemma helps us to “replace” “free” vectors with vectors “lower than” amax in

Lemma 3.3.3, the main technique of the section.

Lemma 3.3.2. Let x = (x1, . . . , xn) be a point of Nn
and k be a positive integer. If there

exist elements y1, . . . ,yk of Nn
such that x 

Pk
i=1 yi, then there exist elements z1, . . . , zk

of Nn
satisfying x =

Pk
i=1 zi and zi  yi.

Proof. We set yij to be the j-th coordinate of yi. We only prove this lemma in cases that

x <
Pk

i=1 yi. Let ⌦ be the subset of {1, . . . , n} such that xj <
Pk

i=1 yij if and only if

j 2 ⌦. By the assumption, ⌦ is a non-empty set. These conditions allow us to define a

map

! : ⌦ ! {0, . . . , n� 1}

as follows: For each t 2 ⌦,

• if xt < y1t, then !(t) = 0;

• otherwise, !(t) is chosen to satisfy
P!(t)

i=1 yit  xt <
P!(t)+1

i=1 yit.

Afterwards, we set zi’s. For j /2 ⌦, we set zij := bij. For each t 2 ⌦,

• put zit := yit if i  !(t),

• z!(t)+1,t := xt �
P!(t)

i=1 yit,
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• zit := 0 if i > !(t) + 1 (we regard
P0

i=1 yit as 0).

After setting the zij’s, we set points zi = (zi1, . . . , zin) for each 1  i  k. It is routine

to verify that the points zi’s satisfy the conclusion.

Now, we come into the main technique of this section that allows us to prove the remain

questions in the previous section.

Lemma 3.3.3. We have the following results that allow us to “replace” vector u with a

vector v  amax.

(a) If u 2 {a 2 Nn | 9ai  a}, then there exists v  u satisfying v 2 {a 2 Nn | 9ai  a}
and v  amax.

(b) If u 2 Nn \N(I), then there exists v  u satisfying v 2 Nn \N(I) and v  amax.

(b’) If u 2 Qn \ N(I), then there exists v  u satisfying v 2 Qn \ N(I) and v  amax.

Moreover, if k is a positive integer satisfying ku 2 Nn
, then kv 2 Nn

.

(c) If v 2 Qn \N(I) and v  amax, then v is a convex combination of vectors belonging

to {a 2 Nn | 9ai  a  amax} with positive rational coe�cients.

Proof. For parts (a), (b) and (b’), we set u = (u1, . . . , un) 2 Nn. It is su�cient to

prove the lemma in cases that u ⇥ amax. Let J be the subset of {1, . . . , n} such that

ui > (amax)i if and only if i 2 J . By the assumption, it must satisfy J 6= ;. For each

j 2 J , we put vj := (amax)j; otherwise, we put vi := ui if i /2 J . It is routine to verify that

v := (v1, . . . , vn)  u and v  amax.

(a) The rest of the proof is to prove that v 2 {a 2 Nn | 9ai  a}. Indeed, because

u 2 {a 2 Nn | 9ai  a}, we can assume u � a1 = (a11, · · · , ain) without loss of

generality. This results in ui � a1i for every i /2 J . Moreover, because (amax)j =

max{aij | 1  i  m}, we have (amax)j � a1j for j 2 J . Combining the inequalities,

we obtain that v � a1.

(b) The rest of the proof is to prove that v 2 Nn \ N(I). Because u 2 N(I), we can

write u =
Pt

i=1 �iu0
i, where �i > 0 and

Pt
i=1 �i = 1 and u0

i 2 {a 2 Nn | 9ai  a}.
We write u0

i = (u0
i1, . . . , u

0
in) for 1  i  t. For each 1  i  t, we set v0ij :=

(amax)j if j 2 J ; otherwise, we put v0ij := u0
ij if j /2 J . Similarly to (a), we obtain

v0
i := (v0i1, . . . , v

0
in) 2 {a 2 Nn | 9ai  a}. Therefore, it is routine to verify that

v =
Pt

i=1 �iv0
i 2 N(I).
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(b’) The proof of the first statement is similar to that of (b). The way of putting v we

used allows us to obtain the second statement straightforwardly.

(c) Because v 2 N(I), we have a convex combination v =
Pt

i=1 �idi, where �i 2 R+ and
Pt

i=1 �i = 1 and di 2 {a 2 Nn | 9ai  a}. By Lemma 3.3.1, we can choose �i 2 Q+

for every 1  i  t. Therefore, there exists k 2 N satisfying k�i 2 N for all i, which

implies kv is a sum of k integral vectors di’s. We rewrite kv =
Pk

i=1 di 2 Nn, where

di 2 {a 2 Nn | 9ai  a}. By (a) of this lemma, there exists d0
i  di for each i such

that d0
i 2 {a 2 Nn | 9ai  a  amax}. As a result,

0  kamax � kv =
kX

i=1

(amax � di) 
kX

i=1

(amax � d0
i).

By Lemma 3.3.2, there exist c01, . . . , c
0
k satisfying kamax�kv =

Pk
i=1 c

0
i and 0  c0i 

amax�d0
i. Thus, kv =

Pk
i=1(amax�c0i). Because amax�c0i � d0

i 2 {a 2 Nn | 9ai  a},
we have ci := amax � c0i 2 {a 2 Nn | 9ai  a  amax}. Finally, we obtain that

v =
Pk

i=1
1
kci. We have just completed the proof.

Part (c) of Lemma 3.3.3 allows us to complete the remain questions in the previous

section.

Lemma 3.3.4. If v 2 N(I) \Qn
and v  amax, then amax � v 2 N⇤(I).

Proof. By (c) of Lemma 3.3.3, v =
Pt

i=1 �idi, where
Pt

i=1 �i = 1 and di 2 {a 2 Nn |
9ai  a  amax}. Thus, amax � v =

Pt
i=1 �i(amax � di) 2 N⇤(I) since amax � di 2 {a 2

Nn | 9a⇤
i � a}.

The above lemma and Lemma 3.2.1 help us to see that the rational points of N(I)

and N⇤(I) are symmetric through the point 1
2amax. At that time, we can pose a question

how about real points of the polyhedra. Indeed, we also have the similar result for real

points, but it is not necessary for our progress. We can utilize the convergent sequences

to prove the results about real points. At the end of the section, we show the lower

comprehensiveness of N⇤(I) by the analysis-related argument.

Lemma 3.3.5. N⇤(I) is lower comprehensive.



33

Proof. For any y < x 2 N⇤(I), we have amax � y � amax � x 2 N(I) by Lemma 3.2.1,

and so amax � y 2 N(I) by Lemma 3.2.2. If y 2 Qn (or equivalently amax � y 2 Qn),

then y 2 N⇤(I) by Lemma 3.3.4. Otherwise, when y 2 Rn generally, there is a sequence

of rational vectors between x and y and the sequence converges to y. Thanks to the

previous argument, all of the vectors of the sequence belong to N⇤(I), so does y due to

the closeness of N⇤(I) (Lemma 3.2.3).

3.4 The integral decomposition property

By results in the previous sections, we can see that N(I) and N⇤(I) are quite related.

This motivates us to find a common property of both them. And fortunately, the integral

decomposition property, the most important characteristic mentioned in the first section,

is an one that both N(I) and N⇤(I) have or do not have in common.

Proposition 3.4.1. N(I) has the integral decomposition property i↵ so does N⇤(I).

Proof. Assume N(I) has the integral decomposition property. We claim that N⇤(I) also

has the property. Let k be a positive integer and a an integral vector of kN⇤(I). We

have a = kb for some b 2 N⇤(I). By Lemma 3.2.1, we have amax � b 2 N(I), or

equivalently kamax � a 2 kN(I) \ Nn. Because N(I) has the integral decomposition

property, there exist integral vectors v1, . . . ,vk 2 N(I) such that kamax � a =
Pk

i=1 vi.

By (b) of Lemma 3.3.3, we can choose integral elements v0
1, . . . ,v

0
k 2 N(I) such that

v0
i  amax and v0

i  vi for every 1  i  k. This implies kamax � a �
Pk

i=1 v
0
i, so

a 
Pk

i=1(amax � v0
i). By Lemma 3.3.2, there exist integral vectors d1, . . . ,dk such that

a =
Pk

i=1 di and 0  di  amax � v0
i. This leads to amax � di � v0

i 2 N(I). Combining

with Lemma 3.2.2, we obtain amax � di 2 N(I) for every 1  i  k. By lemma 3.3.4,

di 2 N⇤(I). Therefore, a is a sum of k integral vectors of N⇤(I). This means that N⇤(I)

also has the integral decomposition property.

Conversely, assume N⇤(I) has the integral decomposition property. For k 2 N and

a 2 kN(I)\Nn, we need to show that a is a sum of k integral vectors of N(I). Indeed, we

can express a = kb, where b 2 Qn \ N(I). By (b’) of Lemma 3.3.3, there exists b0  b

satisfying b0 2 Qn \ N(I) and b0  amax. The statement (c) of Lemma 3.3.3 allows us

to have b0 =
Pt

i=1 �ici, where �i 2 Q+,
Pt

i=1 �i = 1, ci 2 {a 2 Nn | 9ai  a  amax}.
Therefore, we have amax � ci 2 {a 2 Nn | 9a⇤

i � a}, so amax � b0 =
Pt

i=1 �i(amax � ci) 2
N⇤(I). It is worth noting that kb0 2 Nn because kb = a 2 Nn (see (b’) of Lemma 3.3.3).
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This results in kamax�kb0 2 Nn\kN⇤(I). Consequently, we obtain kamax�kb0 =
Pk

i=1 vi,

where vi 2 Nn \ N⇤(I) because of the integral decomposition property of N⇤(I). By

Lemma 3.2.1, we have amax�vi 2 N(I). As a particular consequence, it must satisfy that

a � kb0 + amax � v1 2 N(I) since a � kb0 (see Lemma 3.2.2). To sum up, the equality

a = (a � kb0 + amax � v1) +
Pk

i=2(amax � vi) shows a is a sum of k integral vectors of

N(I). The proof is completed.

The above proposition is the end of the first module. From the next section, we will

apply results in previous sections to algebraic subjects.

3.5 Monomial ideals

Now, let M and M⇤ denote the matrices whose columns are ai’s and a⇤
i ’s, respectively, as

the section two. We can see the clear relationship between the monomial ideals and the

values ⌫ and ⌫⇤ mentioned at the beginning of the chapter.

Proposition 3.5.1. For every k 2 N,

(a) xa 2 Ik if and only if ⌫(a,M) � k;

(b) xa 2 Ik if and only if ⌫⇤(a,M) � k.

Proof. (a) xa 2 Ik if and only if a �
Pm

i=1 ciai for some ci 2 N satisfying that
Pm

i=1 ci =

k. Equivalently, the vector y := (c1, . . . , cm) 2 Nm satisfies MyT  aT and 1 ·y = k,

which means ⌫(a,M) � k.

(b) By Proposition 1.2.3, xa 2 Ik if and only if xda 2 Idk for some d 2 N, which

is equivalent to ⌫(da,M) � dk by (a). Thus, the condition that xa 2 Ik implies

⌫⇤(da,M) � ⌫(da,M) � dk, so ⌫⇤(a,M) � k. Conversely, we consider the cases that

⌫⇤(a,M) � k. We need to show that ⌫(da,M) � dk for some d 2 N, or equivalently
there exists a rational vector z 2 Qm

�0 such that MzT  aT and 1 ·z � k. Indeed, let

y 2 Rm
+ be the solution vector for ⌫⇤(a,M), i.e., MyT  aT and 1 · y = ⌫⇤(a,M).

There are some following cases.

When 1 · y = ⌫⇤(a,M) > k, we choose a sequence of non-negative rational vectors

{yi}1i=1 satisfying yi  y and yi ! y when i ! 1. It is routine to verify that

MyT
i  aT for every i and 1 ·yj � k for all su�ciently large j. The conclusion holds

in this case provided that we choose z = yj.
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Now, we consider the cases where 1 · y = ⌫⇤(a,M) = k. The condition that MyT 
aT implies that (a1i, . . . , ami) · y  ai, where aji and ai are the i-th coordinate of

aj and a, respectively, for every 1  j  m and 1  i  n. Let S be the set of

coordinates i’s satisfying (a1i, . . . , ami) · y = ai i↵ i 2 S. When S = ;, we choose a

sequence of rational vector yi such that y  yi and yi ! y as i ! 1. Thus, for

every 1  i  n, we have (a1i, . . . , ami) · yi ! (a1i, . . . , ami) · y < ai. Therefore, for

su�ciently large j, it must satisfy (a1i, . . . , ami) · yj  ai for every 1  i  n, or

equivalently MyT
j  aT . Since yi � y for all i, we have 1 · yj � k. The conclusion

holds in cases S = ; if we choose z = yj.

Otherwise, when S 6= ;, without loss of generality, we assume that S = {1, . . . , t}.
Put ui := (ai1, . . . , ait) 2 Nt for every 1  i  m, and b = (a1, . . . , at). In the other

words, ui’s and b are the images of ai’s and a of the projection from Rn onto the

vector space Rt of the first t coordinates, respectively. It is routine to verify that
b
k =

Pm
i=1

yi
k ui, where yi is the i-th coordinate of y. By Lemma 3.2.2, there exists a

sequence of non-negative rational vectors (y(p)1 , . . . , y(p)m ) such that b
k =

Pm
i=1 y

(p)
i ui

(or equivalently ai
k = (a1i, . . . , ami) · (y(p)1 , . . . , y(p)m ) for every 1  i  t),

Pm
i=1 y

(p)
i = 1

and (y(p)1 , . . . , y(p)m ) ! y
k as p ! 1. For each i /2 S, the fact that (a1i, . . . , ami)·y < ai

implies that (a1i, . . . , ami) ·(y(p)1 , . . . , y(p)m )  ai
k for su�ciently large p. As a result, for

su�ciently large p, we have M(y(p)1 , . . . , y(p)m )T  aT

k , so M(ky(p)1 , . . . , ky(p)m )T  aT .

The conclusion holds provided that we choose z = (ky(p)1 , . . . , ky(p)m ). The proof is

completed.

3.6 The integral closeness

In order to have enough conditions to show the final proposition in the chapter, we need

to show N(I) and N⇤(I) have fully the requirements in Proposition 3.1.3. This is the

maximization and minimization of a⇤
i ’s and ai’s in N⇤(I) and N(I) respectively. Now, we

give an equivalent version of Proposition 1.2.3.

Lemma 3.6.1. Ik = (xa | a 2 kN(I) \ Nn).

Proof. By [13] (Proposition 7.3.12, page 237), Ik = (xa | a 2 conv {u | xu 2 Ik} \ Nn).
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Now, we have the following inclusions:

Ik = (xa | a 2 conv{u | xu 2 Ik} \ Nn)

✓ (xa | a 2 conv{u | u 2 kN(I)} \ Nn)

= (xa | a 2 conv{kN(I)} \ Nn)

= (xa | a 2 kN(I) \ Nn) (because N(I) is convex).

Conversely, for a 2 kN(I)\Nn, we have a = ku for some u 2 N(I)\Qn. By Lemma 3.3.1,

u is a convex combination
Pt

i=1 �iyi, where �i 2 Q \ [0, 1] and yi 2 {a 2 Nn | 9ai  a}.
By multiplying both terms by an integer � so that ��i’s are all integers, we obtain that �u

is a sum of � vectors of {a 2 Nn | 9ai  a}, and so, �a = �ku is a sum of k� elements of

{a 2 Nn | 9ai  a}. This means that x�a is divided by k� monomials of I, or equivalently

(xa)� 2 (Ik)�. Thus, xa 2 Ik by Proposition 1.2.3. The proof is completed.

The main result of this section is the following proposition that gives equivalent con-

ditions of the integral closeness of a monomial ideal.

Proposition 3.6.2. The three following conditions are equivalent:

(a) N⇤(I) \ Nn = {a 2 Nn | 9a⇤
i � a};

(b) N(I) \ Nn = {a 2 Nn | 9ai  a};

(c) I is integrally closed;

(d) {a⇤
i , 1  i  m} consists of all maximal integral points of N⇤(I). In other words,

columns of M⇤ are precisely maximal integral points of N⇤(I);

(e) {ai, 1  i  m} consists of all minimal integral points of N(I). In other words,

columns of M are precisely minimal integral points of N(I).

Proof. (a) ) (b): Assume that N⇤(I) \ Nn = {a 2 Nn | 9a⇤
i � a}, we claim that

N(I)\Nn = {a 2 Nn | 9ai  a}. Indeed, for each u 2 N(I)\Nn, there exists v 2 N(I)\Nn

and v  amax and v  u by (b) of Lemma 3.3.3. Thus, by Lemma 3.3.4,

amax � v 2 N⇤(I) \ Nn = {a 2 Nn | 9a⇤
i � a}.

This implies that v � ai for some i, and so u 2 {a 2 Nn | 9ai  a}. Thus, N(I) \ Nn ✓
{a 2 Nn | 9ai  a}. Additionally, the converse inclusion is verified routinely.
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(b) ) (a): If N(I) \ Nn = {a 2 Nn | 9ai  a}, then we have

N⇤(I) \ Nn ✓ {amax � a | a 2 N(I) \ Nn, a  amax}(by Lemma 3.2.1)

= {amax � a | 9ai  a  amax}

= {a 2 Nn | 9a⇤
i � a}.

The converse inclusion is verified routinely, so we obtain the equality.

(b) , (c) , (e): This is a consequence of Lemma 3.6.1.

(a) , (d): This is an obvious statement!

3.7 Technical results

Afterwards, by using the Proposition 3.6.2, we come into the following result that shows

clearly the equivalence between the normality of the monomial ideal I and the integer

round-down property of M . Its way of proving is purely technical and its role is also a

tool of reaching Proposition 3.8.1. Moreover, the Proposition 3.8.1 is its comprehensive

version of the Proposition 3.6.2.

Lemma 3.7.1. I is normal if and only if M has the integer round-down property.

Proof. Assume that I is normal. For an arbitrary vector a 2 Nn, we need to show that

⌫(a,M) = b⌫⇤(a,M)c. By setting k := b⌫⇤(a,M)c, we have xa 2 Ik by (ii) of Proposition

3.5.1. Due to the normality of I, xa belongs to Ik, and so ⌫(a,M) � k by (i) of Proposition

3.5.1. Consequently, it must satisfy ⌫(a,M) = k.

Conversely, if ⌫(a,M) = b⌫⇤(a,M)c for all a 2 Nn. For every k 2 N, we claim that

Ik = Ik. Indeed, we get a monomial xa 2 Ik \ Ik if Ik 6= Ik. By Proposition 3.5.1, it must

satisfy that ⌫⇤(a,M) � k and ⌫(a,M)  k � 1, which contradicts the assumption of the

case. The proof is completed.

After obtaining the relationship between the normality and the integer round-down

property, we can pose a question how about the normality and the integer round-up

property? Fortunately, we also have the similar result, Proposition 3.8.1. But before

reaching it, we need to mention some useful properties that not only help us to understand

the structure of polyhedra, but allow us also to prove the final proposition.

Lemma 3.7.2. If M⇤
has the integer round-up property, then I is integrally closed.
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Proof. By Proposition 3.6.2, it is su�cient to show that N⇤(I)\Nn = {a 2 Nn | 9a⇤
i � a}.

Assume that there exists an integral vector u 2 N⇤(I) \ Nn \ {a 2 Nn | 9a⇤
i � a}.

Thus, ⌧ ⇤(u,M⇤)  1 because uT is a convex combination of columns of M⇤. Meanwhile,

⌧(u,M⇤) > 1 because u ⇥ a⇤
i for all i. This contradicts the round-up property of M⇤.

After seven sections, now we have enough equipment that allow us to reach the final

result.

3.8 The normality

Now, we have the following main result, it is a consequence of the previous. Furthermore,

it is another presentation of Proposition 3.1.3 of S. Baum and Jr. L. E. Trotter ([12]) in

an algebraic language.

Proposition 3.8.1. The following conditions related to the normality of I are equivalent:

(a) I is integrally closed and N⇤(I) has the integral decomposition property;

(b) I is integrally closed and N(I) has the integral decomposition property;

(c) M⇤ has the integer round-up property;

(d) M has the integer round-down property.

(e) I is normal.

Proof. (a) , (b): This is a consequence of Proposition 3.4.1.

(a) ) (c): The integral closeness of I allows the columns ofM⇤ to be precisely maximal

integral points ofN⇤(I) by Proposition 3.6.2. By (b) of Proposition 3.1.3 and Lemma 3.3.5,

M⇤ has the integer round-up property.

(c) ) (a): If M⇤ has the integer round-up property, then I is integrally closed by

Proposition 3.6.2, and so the columns of M⇤ are precisely maximal integral points of

N⇤(I) by Proposition 3.6.2. By (b) of Proposition 3.1.3 and Lemma 3.3.5, N⇤(I) has the

integral decomposition property.

(b) ) (d): We can cope with the part in a similar way in the above part. Meanwhile,

we show another method of proving the part by Lemma 3.7.1 to clarify the equivalence

between the normality of I and the integral decomposition property of N(I). By Lemma
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3.7.1, it is su�cient to show that I is normal, i.e., Ik = Ik for every k 2 N. However, we
can obtain it from the integral decomposition property of N(I) as follows:

Ik = (xa | a 2 kN(I) \ Nn)( Lemma 3.6.1)

✓
 
xa | a =

kX

i=1

ui,ui 2 N(I) \ Nn

!
( The integral decomposition property of N(I))

= (xu1 · · ·xuk | ui 2 N(I) \ Nn)

= (xu1 · · ·xuk | ui 2 {a 2 Nn | 9ai  a})

= Ik

The converse inclusion is verified routinely, so we have proved that I is integrally closed.

(d) ) (b): By Lemma 3.7.1, I is normal. In particular, I is integrally closed. This

implies M consists of all minimal integral points of N(I) by Proposition 3.6.2. By (a) of

Proposition 3.1.3 and Lemma 3.2.2, N(I) has the integral decomposition property.

(d) , (e): This is the Lemma 3.7.1. The proof is completed.

Finally, we end the Chapter 3. Through the long process, we can get a comprehensive

perspective on the relation between three wide areas: Commutative Algebra, Discrete

Geometry and Linear Programming. Moreover, this big picture also provides us with

various open problems, and this dissertation is the first step in this research direction.

Now, we come to the final chapter where we answer the question posed in the Introduction

at the beginning of this thesis.



Chapter 4

Unimodular covering

In this chapter, we mention some geometric definitions that play the important role in

the main result of this dissertation, Proposition 4.3.1. This proposition shows a su�cient

condition for the normality of a monomial ideal.

4.1 Unimodular polytopes

With the aim of simplifying, we do not recall the definitions in A�ne Geometry.

Definition 4.1.1. Let a0, a1, . . . , an be a�nely independent points in Rn, and the simplex

� = conv{a0, . . . , an} is the convex hull of these points. Then the (relative) volume of �,

denoted by vol(�), is defined to be

vol(�) =

�������
det

0

B@
a0 1
...

...
an 1

1

CA

�������
n!

=

�������
det

0

B@
a1 � a0

...
an � a0

1

CA

�������
n!

.

And the value n!vol(�) is called to be the normalized volume of �.

Indeed, the above relative volume of a simplex in Rn is consistent with the definition

of volume in R2 (area) and R3 (volume).

Definition 4.1.2. A set � in Rn is called a lattice d-simplex if � is the convex hull of a

set of d+ 1 a�nely independent integral points.

Therefore, if � is a lattice n-simplex, then

vol(�) 2 Z+

✓
1

n!

◆
,

40
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so vol(�) � 1
n! . We can observe this property in R2. Indeed, every polygon whose vertices

are all integral has the semi-integral area.

The polygon in this picture has 7 vertices

(�2, 1), (�1, 2), (1, 2), (2, 0), (1,�2), (�1,�2), (0, 0) and its area is 19
2 .

Now, we come to the definition of a class of simplexes that play the role as the “cells” of

polytopes.

Definition 4.1.3. A lattice n-simplex � in Rn is called to be unimodular if vol(�) = 1
n! ,

or equivalently its normalized volume is 1.

The relation between Discrete Geometry and Algebra is shown in the following re-

sults and definition. They play the role as the bridge connecting algebraic language and

geometric perspective in the progress towards Proposition 4.3.1.

Proposition 4.1.4. Let � be a lattice n-simplex with vertices a0, . . . , an in Rn. Then

the following are equivalent:

(i) � is unimodular;

(ii)
Pn

i=1 Z(ai � a0) = Zn;

(iii) The additive quotient group
Zn+1

Pn
i=0 Z(ai, 1)

is torsion-free, this means that only element 0 in the group has the finite order.



42

Proof. They are corollaries of [5] (Proposition 1.2.21). Indeed, the proposition can be

showed by the result: if
Pn

i=1 R(ai � a0) \ Zn =
Pn

i=1 Z�i and ai � a0 =
Pn

j=1 cij�j,

then vol(�) = |det(cij)|
n! . By this result, if � is unimodular, then

Pn
i=1 R(ai � a0) \ Zn =

Rn \ Zn = Zn and det(cij) = ±1, so we can choose �i = ei and (cij) is invertible. This

implies (ii). By mimicking the similar proof, we can prove the whole proposition.

The following corollary helps us to find whether an integral simplex is not unimodular.

To be more detailed, if it contains some integral point apart from its vertices, then it must

be not unimodular.

Corollary 4.1.5. If � is an unimodular lattice n-simplex in Rn
with n + 1 vertices

a0, . . . , an, then � \ Zn = {a0, . . . , an}.

Proof. For an arbitrary point a 2 � \ Zn, we have a� a0 2 Zn, so

a� a0 =
nX

i=1

ci(ai � a0),

for some ci 2 Z, by Proposition 4.1.4. On the other hand, since a 2 � = conv{a0, . . . , an},
there exist real numbers di � 0, 0  i  n, such that

a =
nX

i=0

diai,

and
Pn

i=0 di = 1. Therefore, a � a0 =
Pn

i=1 di(ai � a0). Since a0, . . . , an are a�nely

independent, the vectors a1�a0, . . . , an�a0 are linearly independent. Hence, di = ci 2 N
for every 1  i  n. As a consequence, the equality

Pn
i=0 di = 1 implies either d0 = 1 or

exactly one di = 1 among 1  i  n. Equivalently, we obtain either a = a0 or a = ai.

The proof is completed.

Remark 4.1.6. The converse of the Corollary 4.1.5 only holds in R2 and is called Pick’s

Theorem. In Rn where n � 3, there are some integral simplexes that do not contain any

integral points apart from their vertices have volume greater then 1
n! . Indeed, we can

consider a tetrahedron with vertices: (0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, k). Its volume is k
6

and it does not contain any integral points apart from the four vertices. As k ! 1, we

can obtain tetrahedrons that do not contain any integral points apart from their vertices

have volume as big as possible.

We call a polytope with integral vertices as a lattice polytope .
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Definition 4.1.7. A lattice polytope P of dimention n (equivalently P contains at least

n + 1 a�nely independent points) is called to have a unimodular covering if there are

lattice n-simplex �1, . . . ,�t satisfying both two following conditions:

(i) P = [t
i=1�i;

(ii) All simplices �i’s are unimodular.

4.2 Normal polytopes

In the prior chapters, we mentioned the normality of monomial ideals and the normality

of toric rings; and now, we come to the concept of the normality of polytopes. Afterwards,

we will consider the relation between all of the properties in this section.

Definition 4.2.1. Let P be a lattice polytope in Rn and S be the additive monoid

generated by the vectors (a, 1) where a 2 P \ Zn. We call P normal if S = S.

We have two su�cient conditions, Propositions 4.2.2 and 4.2.3, of the normality of a

polytope. In particular, Proposition 4.2.2 is an algebraic property, and the Proposition

4.2.3 illustrates a geometric condition. Thus, we can realize that the Definition 4.2.1 is

the center of our interpretation between algebraic and geometric languages.

Proposition 4.2.2. K[S] is normal if and only if P is normal.

Proof. This is an equivalent statement of the Proposition 2.4.2.

Proposition 4.2.3. P is normal if and only if P has the integral decomposition property.

Proof. Initially, we assume that P is normal, which means that S = S. For every k 2 N
and a 2 kP \Zn, we have (a, k) 2 C(S) and (a, k) 2 Zn+1 = ZS. Therefore, (a, k) 2 S =

S. Thus, (a, k) is a sum of vectors of form (a0, 1) where a0 2 P \ Zn. Hence, (a, k) is the

sum of exactly k those vectors, or equivalently, a is a sum of k integral vectors in P .

Conversely, we assume that P has the integral decomposition property. For every

(a, k) 2 S = C(S) \ Zn+1, there exist vectors a0
i 2 P, 1  i  t, such that

(a, k) =
tX

i=1

�i(a
0
i, 1),

where �i > 0. Therefore,
Pt

i=1 �i = k and a =
Pt

i=1 �ia0
i. Hence, a 2 kP . Since P has

the integral decomposition property, a is a sum of k integral vectors in P . Thus, (a, k) is
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the sum of k vectors of form (a0, 1) where a0 2 P \Zn. This implies (a, k) 2 S. The proof

is completed.

Now, we mention a helpful proposition with the input being a geometric condition and

output being an algebraic property.

Proposition 4.2.4. If P has a unimodular covering, then K[S] is normal.

Proof. See [5] (Proposition 9.3.5).

4.3 Main result and the following research

The following proposition is the main and final result of this dissertation. This is a

su�cient condition of the normality of a monomial ideal. Indeed, it is an equivalent

expression of the Bruns-Gubeladze-Trung Theorem ([1]).

Proposition 4.3.1. If N⇤(I) has a unimodular covering and I is integrally closed, then

I is normal.

Proof. By Proposition 4.2.4, K[S] is normal, so N⇤(I) is normal by Proposition 4.2.2.

Therefore, N⇤(I) has the integral decomposition property by Proposition 4.2.3. Finally,

thanks to Proposition 3.8.1, I is normal.

Example 4.3.2. When I = (x4y, x3y2, x2y3, xy4) ⇢ k[x, y], we can verify that I is inte-

grally closed by Proposition 3.6.2: N⇤(I)\Nn = {a 2 Nn | 9a⇤
i � a}. Moreover, N⇤(I) is a

polytope in R2, it is triangularizable, so it has a unimodular covering obviously. Therefore,

I is normal by 4.3.1.

We can see that it is easier to verify whether N⇤(I) has a unimodular covering or not

because it is bounded. Although the Proposition 4.3.1 is only a su�cient condition, it is

so helpful for us to utilize. Moreover, the converse of Proposition 4.3.1 often holds in a

lot of low-dimensional cases, which is certain that the unimodular covering of the dual

Newton polytope corresponding to an integrally closed monomial ideal is “approximate”

to its normality. This shows the Proposition 4.3.1 is not only a su�cient condition, but

also is “nearly” a necessary one, which is the meaningful role of this result.

In order to find a unimodular covering of a polytope (if it exists), we can use the ele-

mentary techniques from Discrete Geometry and this is really our work later. We hope to

find an useful algorithm that can provide a unimodular covering of lower comprehensive
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integral polytopes. This is a potenial direction because there have been various algo-

rithms by both mathematicians and experts in Computer Science that can illustrate the

unimodular covering of integral polytopes in small-dimensional spaces (see [14]).

Finally, we complete the dissertation and hope it can provide an interesting perspective

on the intersection of Commutative Algebra, Discrete Geometry and Linear Programming.

Nowadays, the intersection of three areas has been widened significantly thanks to a lot

of e↵ort of mathematicians and became an increasing trend towards modern mathematics

which attracts much attention of experts. This thesis is a piece of this development and the

author would like to thank all work of previous people who contributed to this direction

generally and this thesis partially. In the future, the results in this dissertation will be

enhanced and will be a contribution to community.
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